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Foreword

Our company, ISL was a provider of Artificial Intelligence tools and technology to organizations
developing advanced software solutions. By 1992, what had started as a casual interest from
our clients in applying some of our tools—the machine learning modules—to their historic data
had evolved into a promising practice in what was to become known as data mining. This was
developing into a nice line of business for us, but was frustrating in a couple of ways:

First, we'd always intended that ISL should be a software supplier. Yet here we were,
because of the complexity of the technologies involved, providing data mining on a
consulting services basis.

Secondly, we were finding that data mining projects involved a lot of hard work, and that most
of that work was boring. Unearthing significant patterns and delivering accurate predictions...
that part was fun. But most of our effort went on mundane tasks such as manipulating data
into the formats required by the various modules and algorithms we applied.

So we built Clementine—to make our job easier and allow us to focus on the interesting parts
of projects, and to give us a tool we could provide to our clients. When the first prototypes
were ready, we tested them by using them to re-run projects we'd previously executed
manually. We found work that had previously taken several weeks was now reduced to under
an hour; we'd obviously got something right.

As the embryonic data mining market grew, so did our business. We saw other vendors, with
deeper pockets and vastly more resources than little ISL, introduce data mining tools, some
of which tried to emulate the visual style of the Clementine's user interface. We were relieved
when, as the inevitable shoot-outs took place, we found time and time again evaluators
reporting that our product had a clear edge, both in terms of productivity and the problem-
solving power it gave to analysts.

On reflection, the main reasons for our success were that we got a number of crucial
things right:

Clementine's design and implementation, from the ground up, was object-oriented. Our
visual programming model was consistent and "pure"; learn the basics, and everything is done
in the same way.



We stuck to a guiding principle of, wherever possible, insulating the user from technology
details. This didn't mean we made it for dummies; rather, we ensured that default
configurations were as sensible as possible (and in places, truly smart—we weren't Al
specialists for nothing), and that expert options such as advanced parameter settings were
accessible without having to drop below the visual programming level.

We made an important design decision that predictive models should have the same status
within the visual workflow as other tools, and that their outputs should be treated as first-order
data. This sounds like a simple point, but the repercussions are enormous. Want more than the
basic analysis of your model's performance? No problem—run its output through any of the tools
in the workbench. Curious to know what might be going on inside your neural network? Use rule
induction to tell you how combinations of inputs map onto output values. Want to have multiple
models vote? Easy. Want to combine them in more complex ways? Just feed their inputs, along
with any data you like, into a supermodel that can decide how best to combine their predictions.

The first two give productivity, plus the ability to raise your eyes from the technical details,
think about the process of analysis at a higher level, and stay focused on each project's
business objectives. Add the third, and you can experiment with novel and creative
approaches that previously just weren't feasible to attempt.

So, 20 years on, what do | feel about Clementine/Modeler? A certain pride, of course, that
the product our small team built remains a market leader. But mainly, over the years, awe
at what I've seen people achieve with it: not just organizations who have made millions
(sometimes, even billions) in returns from their data mining projects, but those who've done
things that genuinely make the world a better place; from hospitals and medical researchers
discovering new ways to diagnose and treat pediatric cancer, to police forces dynamically
anticipating levels of crime risk around their cities and deploying their forces accordingly,
with the deterrent effect reducing rates of murder and violent crime by tens of percent. And
also, a humble appreciation for what I've learned over the years from users who took what
we'd created—a workbench and set of tools—and developed, refined, and applied powerful
approaches and techniques we'd never thought of.

The authors of this book are among the very best of these exponents, gurus who, in their
brilliant and imaginative use of the tool, have pushed back the boundaries of applied
analytics. By reading this book, you are learning from practitioners who have helped define
the state of the art.



When Keith McCormick approached me about writing this foreword, he suggested | might like
to take a "then" and "now" perspective. This is certainly an interesting "now" in our industry.
The advent of Big Data—huge volumes of data, of many varieties and varying veracity,
available to support decision making at high velocity—presents unprecedented opportunities
for organizations to use predictive analytics to gain value. There is a danger, though, that
some of the hype around this will confuse potential adopters and confound their efforts

to derive value for their business. One common misconception is that you just get all data
you can together, and then poke around in the hope of finding something valuable. This
approach—tell me something interesting in this data—was what we always considered "the
data mining question from hell", and is very unlikely to result in real, quantifiable benefit. Data
mining is first and foremost a business activity, and needs to be focused on clear business
objectives and goals, hence the crucial business understanding phase in CRISP-DM that
starts every data mining project.

Yet more disturbing is the positioning of Big Data analytics as something that can only be
done by a new breed of specialist: the "data scientist". Having dedicated experts drive projects
isn't in itself problematic—it has always been the case that the majority of predictive analytics
projects are led by skilled analytical specialists—but what is worrying is the set of skills being
portrayed as core to Big Data projects. There is a common misapprehension that analytics
projects can only be executed by geeks who are expert in the technical details of algorithms
and who do their job by writing screeds of R code (with this rare expertise, of course, justifying
immense salaries).

By analogy, imagine you're looking to have a new opera house built for your city. Certainly, you
have to be sure that it won't collapse, but does that mean you hand the project to whoever has
the greatest knowledge of the mathematics and algorithms around material stress and load
bearing? Of course not. You want an architect who will consider the project holistically, and
deliver a building that is aesthetically stunning, has acoustic properties that fit its purpose,

is built in an environmentally sound manner, and so on. Of course, you want it to stay up, but
applying the specialist algorithms to establish its structural rigor is something you can assume
will be done by the tools (or perhaps, specialist sub-contractors) the architect employs.

Back to analytics: 20 years ago, we moved on from manually, programmatically applying the
technology, to using tools that boosted the analyst's productivity and kept their focus on how
best to achieve the desired business results. With the technology to support Big Data now
able to fit behind a workbench like Modeler, you can deliver first class results without having
to revert to the analytical equivalent of chipping tools from lumps of flint. From this book, you
can learn to be the right sort of data scientist!



Finally, for lovers of trivia: "Clementine" is not an acronym; it's the name of the miner's
daughter with big feet immortalized in the eponymous American folk song. (It was my boss
and mentor, Alan Montgomery, who started singing that one evening as we worked on the
proposal for a yet-to-be-named data mining tool, and we decided it would do for the name

of the prototype until we came up with something more sensible!) The first lines of code for
Clementine were written on New Year's Eve 1992, at my parents' house, on a DECSstation
3100 I'd taken home for the holidays. (They were for the tabular display that originally
provided the output for the Table node and Distribution node, as well as the editing dialogs for
the Filter and Type nodes.) And yes, | was paged immediately before the press launch in June
1994 to be told my wife had just gone into labor, but she had already checked with the doctor
that there was time for me to see the event through before hurrying to the hospital! (But the
story that | then suggested the name "Clementine" for my daughter is a myth.)

Colin Shearer

Co-founder of Integral Solutions Ltd.,
Creator of Clementine/Modeler
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Preface

IBM SPSS Modeler is the most comprehensive workbench-style data mining software package.
Many of its individual modeling algorithms are available elsewhere, but Modeler has features
that are helpful throughout all the phases of the independent, influential Cross Industry
Standard Practice for Data Mining (CRISP-DM). Considered the de facto standard, it provides a
skeleton structure for the IBM SPSS Modeler Cookbook and the recipes in this book will help you
maximize your use of Modeler's tools for ETL, data preparation, modeling, and deployment.

In this book, we will emphasize the CRISP-DM phases that you are likely to address working
with Modeler. Other phases, while mentioned, will not be the focus. For instance, the critical
business understanding phase is primarily not a software phase. A rich discussion of this
phase is included in the Appendix, Business Understanding. Also, the deployment and
monitoring phases get a fraction of the attention that data preparation and modeling get
because the former are phases whereas Modeler is the critical component.

These recipes will address:

» Nonobvious applications of the basics
» Tricky operations, work-arounds, and nondocumented shortcuts
» Best practices for key operations as done by power users

» Operations that are not available through standard approaches, using scripting, in a
chapter dedicated to Modeler scripting recipes

While it assumes it will provide you with the level of knowledge one would gain from an
introductory course or by working with user's guides, it will take you well beyond that. It will
be valuable from the first time you are the lead on a Modeler project but will offer much
wisdom even if you are a veteran user. Each of the authors has a decade (or two, or more)
of experience; collectively they cover the gamut of data mining practice in general, and
specifically knowledge of Modeler.



Preface

What is CRISP-DM?

CRISP-DM is a tool that is a neutral and industry-nonspecific process model for navigating a data
mining project life cycle. It consists of six phases, and within those phases, a total of 24 generic
tasks. In the given table, one can see the phases as column headings, and the generic tasks

in bold. It is the most widely used process model of its kind. This is especially true of users of
Modeler since the software has historically made explicit references to CRISP-DM in the default
structure of the project files, but the polls have shown that its popularity extends to many data
miners. It was written in the 90s by a consortium of data miners from numerous companies. Its
lead authors were from NCR, Daimler Chrysler, and ISL (later bought by SPSS).

Business —» Data
Understanding < Understanding

N

Data =
Preparation

J |
Deployment I Da ta I T ¢

\ |.__,___ uy Modeling
Evaluation /

This book uses this process model to structure the book but does not address the CRISP-DM
content directly. Since the CRISP-DM consortium is nonprofit, the original documents are
widely available on the Web, and it would be helpful to read it entirely as part of one's data
mining professional development. Naturally, as a cookbook written for users of Modeler, our
focus will be on hands-on tasks.

Business understanding, while critical, is not conducive to a recipe-based format. It is such

an important topic, which is why it is covered in Appendix, Business Understanding, in prose.
Data preparation receives the most of our attention with four chapters. Modeling is covered, in
depth, in its own chapter. Since evaluation and deployment often use Modeler in combination
with other tools, we have included them in somewhat fewer recipes, but that does not
diminish its importance. The final chapter, Modeler Scripting, is not named after a CRISP-DM
phase or a task but is included at the end because it has the most advanced recipes.




Preface

Data mining is a business process

Data mining by discovery and interpretation of patterns in data is:

» The use of business knowledge
» To create new knowledge
» In natural or artificial form

The most important thing for you to know about data mining is that it is a way of using
business knowledge.

The process of data mining uses business knowledge to create new knowledge, and this new
knowledge may be in one of the two forms. The first form of new knowledge that data mining
can create is "natural knowledge", that is, knowledge sometimes referred to as insight. The
second form of new knowledge that data mining can create is "artificial knowledge", that is,
knowledge in the form of a computer program, sometimes called a predictive model. It is widely
recognized that data mining produces two kinds of results: insight and predictive models.

Both forms of new knowledge are created through a process of discovering and interpreting
patterns in data. The most well-known type of data mining technology is called a data mining
algorithm. This is a computer program that finds patterns in data and creates a generalized
form of those patterns called a "predictive model". What makes these algorithms (and the
models they create) useful is their interpretation in the light of business knowledge. The
patterns that have been discovered may lead to new human knowledge, or insight, or they
may be used to generate new information by using them as computer programs to make
predictions. The new knowledge only makes sense in the context of business knowledge, and
the predictions are only of value if they can be used (through business knowledge) to improve
a business process.

Data mining is a business process, not a technical one. All data mining solutions start from
business goals, find relevant data, and then proceed to find patterns in the data that can help
to achieve the business goals. The data mining process is described well by the aforementioned
CRISP-DM industry standard data mining methodology, but its character as a business process
has been shaped by the data mining tools available. Specifically, the existence of data mining
workbenches that can be used by business analysts means that data mining can be performed
by someone with a great deal of business knowledge, rather than someone whose knowledge
is mainly technical. This in turn means that the data mining process can take place within

the context of ongoing business processes and need not be regarded as a separate technical
development. This leads to a high degree of availability of business knowledge within the data
mining process and maghnifies the likely benefits to the business.




Preface

The IBM SPSS Modeler workbench

This book is about the data mining workbench variously known as Clementine, IBM SPSS
Modeler. This and the other workbench-style data mining tools have played a crucial role in
making data mining what it now is, that is, a business process (rather than a technical one).
The importance of the workbench is twofold.

Firstly, the workbench plays down the technical side of data mining. It simplifies the use of
technology through a user interface that allows the user almost always to ignore the deep
technical details, whether this means the method of data access, the design of a graph, or the
mechanism and tuning of data mining algorithms. Technical details are simplified, and where
possible, universal default settings are used so that the users often need not see any options
that reveal the underlying technology, let alone understand what they mean.

This is important because it allows business analysts to perform data mining—a business
analyst is someone with expert business knowledge and general-purpose analytical
knowledge. A business analyst need not have deep knowledge of data mining algorithms or
mathematics, and it can even be a disadvantage to have this knowledge because technical
details can distract from focusing on the business problem.

Secondly, the workbench records and highlights the way in which business knowledge has
been used to analyze the data. This is why most data mining workbenches use a "visual
workflow" approach; the workflow constitutes a record of the route from raw data to analysis,
and it also makes it extremely easy to change this processing and re-use it in part or in full.
Data mining is an interactive process of applying business and analytical knowledge to data,
and the data mining workbench is designed to make this easy.

A brief history of the Clementine workbench

During the 1980s, the School of Cognitive and Computing Studies at the University of Sussex
developed an Artificial Intelligence programming environment called Poplog. Used for teaching
and research, Poplog was characterized by containing several different Al programming
languages and many other Al-related packages, including machine-learning modules. From
1983, Poplog was marketed commercially by Systems Designers Limited (later SD-Scicon),
and in 1989, a management buyout created a spin-off company called Integral Solutions

Ltd (ISL) to market Poplog and related products. A stream of businesses developed within

ISL, applying the machine-learning packages in Poplog to organizations' data, in order to
understand and predict customer behavior.

In 1993, Colin Shearer (the then Development and Research Director at ISL) invented the
Clementine data mining workbench, basing his designs around the data mining projects
recently executed by the company and creating the first workbench modules using Poplog.
ISL created a data mining division, led by Colin Shearer, to develop, productize, and
market Clementine and its associated services; the initial members were Colin Shearer,
Tom Khabaza, and David Watkins. This team used Poplog to develop the first version of
Clementine, which was launched in June 1994.

—a1
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Clementine Version 1 would be considered limited by today's standards; the only algorithms
provided were decision trees and neural networks, and it had very limited access to
databases. However, the fundamental design features of low technical burden on the user
and a flexible visual record of the analysis were as much as they are today, and Clementine
immediately attracted substantial commercial interest. New versions followed, approximately
one major version per year, as shown in the table below. ISL was acquired by SPSS Inc. in
December 1998, and SPSS Inc. was acquired by IBM in 2009.

Version Major new features

1 Decision tree and neural network algorithms, limited database
access, and Unix platforms only

2  New Kohonen network and linear regression algorithms, new
web graph, improved data manipulation, and supernodes

3 ODBC database access, Unix, and Windows platforms

4  Association Rules and K-means clustering algorithms

5  Scripting, batch execution, external module interface, client-
server architecture (Poplog client and C++ server), and the
CRISP-DM project tool

6 Logistic regression algorithm, database pushback, and
Clementine application templates

7  Java client including many new features, TwoStep clustering,
and PCA/Factor analysis algorithms

8 Cluster browser and data audit

9 CHAID and Quest algorithms and interactive decision tree
building

10 Anomaly detection and feature selection algorithms

11 Automated modeling, times series and decision list algorithms,
and partial automation of data preparation

12 SVM, Bayesian and Cox regression algorithms, RFM, and
variable importance charts

13 Automated clustering and data preparation, nearest neighbor
algorithm, interactive rule building
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Version Major new features

14 Boosting and bagging, ensemble browsing, XML data

15 Entity analytics social network analysis, GLMM algorithm

Version 13 was renamed as PASW Modeler, and Version 14 as IBM SPSS Modeler. The
selection of major new features described earlier is very subjective; every new version of
Clementine included a large number of enhancements and new features. In particular, data
manipulation, data access and export, visualization, and the user interface received a great
deal of attention throughout. Perhaps the most significant new release was Version 7, where
the Clementine client was completely rewritten in Java; this was designed by Sheri Gilley and
Julian Clinton, and contained a large number of new features while retaining the essential
character of the software. Another very important feature of Clementine from Version 6
onwards was database pushback, the ability to translate Clementine operations into SQL so
that they could be executed directly by a database engine without extracting the data first; this
was primarily the work of Niall McCarroll and Rob Duncan, and it gave Clementine an unusual
degree of scalability compared to other data mining software.

In 1996, ISL collaborated with Daimler-Benz, NCR Teradata, and OHRA to form the "CRISP-
DM" consortium, partly funded by a European Union R&D grant in order to create a new data
mining methodology, CRISP-DM. The consortium consulted many organizations through its
Special Interest Group and released CRISP-DM Version 1.0 in 1999. CRISP-DM has been
integrated into the workbench since that time and has been very widely used, sufficiently to
justify calling it the industry standard.

The core Clementine analytics are designed to handle structured data—numeric, coded, and
string data of the sort typically found in relational databases. However, in Clementine Version
4, a prototype text mining module was produced in collaboration with Brighton University,
although not released as a commercial product. In 2002, SPSS acquired LexiQuest, a text
mining company, and integrated the LexiQuest text mining technology into a product called
Text Mining for Clementine, an add-on module for Version 7. Text mining is accomplished in
the workbench by extracting structured data from unstructured (free text) data, and then
using the standard features of the workbench to analyze this.
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Historical introduction to scripting

By the time Clementine Version 4 was released in 1997, the workbench had gained
substantial market traction. Its revolutionary visual programming interface had enabled a
more business-focused approach to analytics than ever before—all the major families of
algorithms were represented in an easy-to-use form, ODBC had enabled integration with a
comprehensive range of data, and commercial partners were busy rebadging Clementine to
reach a wider audience through new market channels.

The workbench lacked one major kind of functionality, that of automation, to enable the
embedding of data mining within other applications. It was therefore decided that automation
would form the centre piece of Version 5, and it would be provided by two major features:
batch mode and scripting. Batch mode enabled running the workbench without the user
interface so that streams could be run in the background, could be scheduled to run at a
given time or at regular intervals, and could be run as part of a larger application. Scripting
enabled the user to gain automated control of stream execution, even without the user being
present; this was also a prerequisite for any complex operation executed in batch mode.

The motivation behind scripting was to provide a number of capabilities:

» Gain control of the order of stream execution where this matters, that is, when using
the Set Globals node

» Automate repetitive processes, for example, cross-validation or the exploration of
many different sets of fields or options

» Remove the need for user intervention so that streams could run in the background

» Manipulate complex streams, for example, if the need arose to create 1000 different
Derive nodes

These motives led to an underlying philosophy of scripting, that is, scripts replace the user,
not the stream. This means that the operations of scripting should be at the same level as
the actions of the user, that is, they would create nodes and link them, control their settings,
execute streams, and save streams and models. Scripts would not be used to implement
data manipulation or algorithms directly; these would remain in the domain of the stream
itself. This reflects a fundamental fact about technologies—they are defined by what they
cannot do as by what they can. These principles are not inflexible, for example, cross-
validation might be considered as part of an algorithm but was one of the first scripts to be
written; however, they guided the design of the scripting language. A consequence of this
philosophy was that there could be no interaction between script and data; the restriction was
lifted only later with the introduction of access to output objects.
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A number of factors influenced the design of the scripting language in addition to the
above philosophy:

» Inline with the orientation towards nontechnical users, the language should be simple

» The timescale for implementation was short, so the language should be easy
to implement

» The language should be familiar, and so should use existing programming concepts
and constructs, and not attempt to introduce new ones

These philosophical and practical constraints led to a programming language influenced by
BASIC, with structured features taken from POP-11 and an object-oriented approach to nodes
taken from Smalltalk and its descendants.

What this book covers

Chapter 1, Data Understanding, provides recipes related to the second phase of CRISP-DM
with a focus on exploring the data and data quality. These are recipes that you can apply to
data as soon as you acquire the data. Naturally, some of these recipes are also among the
more basic, but as always, we seek out the nonobvious tips and tricks that will make this
initial assessment of your data efficient.

Chapter 2, Data Preparation - Select, covers just the first task of the data preparation phase.
Data preparation is notoriously time-consuming and is incredibly rich in its potential for time-
saving recipes. The cookbook will have a total of four chapters on data preparation. The
selection of which data rows and which data columns to analyze can be tricky, but it sets the
stage for everything that follows.

Chapter 3, Data Preparation — Clean, covers the challenges the data miners face and is
dedicated to just the second generic task of the data preparation phase. Sometimes new data
miners assume that if a data warehouse is being used, data cleaning has been largely done
up front. Veteran data miners know that there is usually a great deal left to do since data has
to be prepared for a particular use to answer a specific business question. A couple of the
recipes will be basic, but the rest will be quite complex, designed to tackle some of the data
miners' more difficult cleaning challenges.

Chapter 4, Data Preparation — Construct, covers the third generic task of the data preparation
phase. Many data miners find that there are many more constructed variables in the final
model than variables that were used in their original form, as found in the original data
source. Common methods can be as straightforward as ratios of part to whole, or deltas

of last month from average month, and so on. However, the chapter won't stop there. It will
provide examples performing larger scale variable construction.
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Chapter 5, Data Preparation - Integrate and Format, covers the fourth and fifth generic tasks
of the data preparation phase. Integrating includes actions in Modeler, which further include
the Merge, Append, and Aggregate nodes. Formatting is often simply defined as reconfiguring
data to meet software needs, in this instance, Modeler.

Chapter 6, Selecting and Building a Model, explains what many novice data miners see as
their greatest challenge, that is, mastering data mining algorithms. Data mining, however,
is neither really all about that, nor is this chapter. A discussion of algorithms can easily fill
a book, and a quick search will reveal that it has done so many times. Here we'll address
nonobvious tricks to make your modeling time more effective and efficient.

Chapter 7, Modeling - Assessment, Evaluation, Deployment, and Monitoring, covers the
terribly important topics, especially deployment, because they don't get as much attention as
they deserve. Here too, deployment deserves more attention, but this cookbook's attention

is clearly and fully focused on IBM SPSS Modeler and not on its sibling products such as IBM
Decision Management or IBM Collaboration and Deployment Services. Their proper use, or
some alternative, is part of the complete narrative but beyond the scope of this book. So,
ultimately two CRISP-DM phases and a portion of a third phase are addressed in one chapter,
albeit with a large number of powerful recipes.

Chapter 8, CLEM Scripting, departs from the CRISP-DM format and focuses instead on a
particular aspect of the interface, scripting. This chapter is the final chapter with advanced
concepts, but it is still written with the intermediate user in mind.

Appendix, Business Understanding, covers a special section and is an essay-format
discussion of the first phase and arguably the most critical phrase of CRISP-DM. Tom
Khabaza, Meta Brown, Dean Abbott, and Keith McCormick each contribute an essay,
collectively discussing all four subtasks.

Who this book is for

This book envisions that you are a regular user of IBM SPSS Modeler, albeit perhaps on your
first serious project. It assumes that you have taken an introductory course or have equivalent
preparation. IBM's Modeler certification would be some indication of this, but the certification
focuses on software operations alone and does not address the general data mining theory.
Some familiarity with that would be of considerable assistance in putting these recipes into
context. All the readers would benefit from a careful review of the CRISP-DM document, which
is readily available on the Internet.

This book also assumes that you are using IBM SPSS Modeler for data mining and are
interested in all of the software-related phases of CRISP-DM. This premise might seem strange,
but since Modeler combines powerful ETL capability with advanced modeling algorithms, it is
true that some Modeler uses the software primarily for ETL capabilities alone. This book roughly
spends equal time on both. One of the advantages of the cookbook format, however, is that the
reader is invited to skip around, reading out of order, reading some chapters and not others,
reading only some of the recipes within chapters, gleaning only what is needed at the moment.

(9 |-
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It does not assume that the reader possesses knowledge of SQL. Such knowledge will not

be emphasized as Modeler considerably reduces the need for knowing SQL, although many
data miners have this skill. This book does not assume knowledge of statistical theory. Such
knowledge is always useful to the data miner, but the recipes in this book neither require this
knowledge nor does the book assume prior knowledge of data mining algorithms. The recipes
simply do not dive deep enough into this aspect of the topic to require it.

Conventions

In this book, you will find a number of styles of text that distinguish between different kinds of
information. Here are some examples of these styles, and an explanation of their meaning.

Code words in text, database table names, folder names, filenames, file extensions,
pathnames, dummy URLs, user input, and Twitter handles are shown as follows: " This recipe
uses the cup98lrn reduced vars2.txt data set."

A block of code is set as follows:

if length(s) < 3 then '0'

elseif member(s(3),[B P F V]) and ¢c2 /= '1l' then '1'

elseif member(s(3),[C S KG J Q X Z]) and c2 /= '2' then '2'
elseif member(s(3),[D T]) and c2 /= '3' then '3'

elseif s(3) = 'L' and ¢c2 /= '4' then '4'

elseif member(s(3),[M N]) and c2 /= '5' then '5'
elseif s(3) = 'R' and ¢c2 /= '6' then '6'

else '' endif

New terms and important words are shown in bold. Words that you see on the screen, in
menus or dialog boxes for example, appear in the text like this: "clicking the Next button
moves you to the next screen".

Warnings or important notes appear in a box like this.

Q Tips and tricks appear like this.
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Reader feedback

Feedback from our readers is always welcome. Let us know what you think about this book—
what you liked or may have disliked. Reader feedback is important for us to develop titles that
you really get the most out of.

To send us general feedback, simply send an e-mail to feedbackepacktpub.com, and
mention the book title via the subject of your message.

If there is a topic that you have expertise in and you are interested in either writing or
contributing to a book, see our author guide on www . packtpub.com/authors.

Customer support

Now that you are the proud owner of a Packt book, we have a number of things to help you to
get the most from your purchase.

Downloading the example code

You can download the example code files for all Packt books you have purchased from your
account at http://www.packtpub.com. If you purchased this book elsewhere, you can
visit http://www.packtpub.com/support and register to have the files e-mailed directly
to you.

Errata

Although we have taken every care to ensure the accuracy of our content, mistakes do happen.
If you find a mistake in one of our books—maybe a mistake in the text or the code—we would be
grateful if you would report this to us. By doing so, you can save other readers from frustration
and help us improve subsequent versions of this book. If you find any errata, please report them
by visiting http: //www.packtpub.com/submit-errata, selecting your book, clicking on
the errata submission form link, and entering the details of your errata. Once your errata are
verified, your submission will be accepted and the errata will be uploaded on our website, or
added to any list of existing errata, under the Errata section of that title. Any existing errata can
be viewed by selecting your title from http://www.packtpub.com/support.




Piracy

Piracy of copyright material on the Internet is an ongoing problem across all media. At Packt,
we take the protection of our copyright and licenses very seriously. If you come across any
illegal copies of our works, in any form, on the Internet, please provide us with the location
address or website name immediately so that we can pursue a remedy.

Please contact us at copyrighte@packtpub.com with a link to the suspected pirated material.

We appreciate your help in protecting our authors, and our ability to bring you valuable content.

Questions

You can contact us at questions@packtpub.com if you are having a problem with any
aspect of the book, and we will do our best to address it.



Data Understanding

In this chapter, we will cover:

» Using an empty aggregate to evaluate sample size

» Evaluating the need to sample from the initial data

» Using CHAID stumps when interviewing an SME

» Using a single cluster K-means as an alternative to anomaly detection
» Using an @NULL multiple Derive to explore missing data

» Creating an Outliers report to give to SMEs

» Detecting potential model instability early using the Partition node and Feature
Selection node

Introduction

This opening chapter is regarding data understanding, but this phase is not the first phase

of CRISP-DM. Business understanding is a critical phase. Some would argue, including

the authors of this book, that business understanding is the phase in most need of more
attention by new data miners. It is certainly a candidate for the phase that is most rushed,
albeit rushed at the peril of the data mining project. However, since this book is focused on
specific software tasks and recipes, and since business understanding is conducted in the
meeting room, not alone at one's laptop, our discussion of this phase is placed in a special
section of the book. If you are new to data mining please do read the business understanding
section first (refer Appendix, Business Understanding), and consider reading the CRISP-DM
document in its entirety as it will place our recipes in a broader context.



Data Understanding

The CRISP-DM document covers the initial data collection and proceeds with activities in order
to get familiar with the data, to identify data quality problems, to discover first insights into the
data, or to detect interesting subsets to form hypotheses for hidden information.

CRISP-DM lists the following tasks as a part of the data understanding phase:

» Collect the data

» Describe the data
» Explore the data
» Data quality

In this chapter we will introduce some of the IBM SPSS Modeler nodes associated with these
tasks as well as nodes that one might associate with other phases, but that can prove useful
during data understanding. Since the recipes are orientated around software tasks, there

is a particular focus on exploring and data quality. Many of these recipes could be done
immediately after accessing your data for the first time. Some of the hard work that follows
will be inspired by what you uncover using these recipes.

The very first task you will need to do when data mining is to determine the size and nature
of the data subset that you will be working with. This might involve sampling or balancing (a
special kind of sampling) or both, but should always be thoughtful. Why sample? When you
have plentiful data, a powerful computer and equally powerful software, why not use every bit
of that?

There was a time when one of the most popular concepts in data mining was to put an end
to sampling. And this was not without reason. If the objective of data mining was to give
business people the power to make discoveries from data independently, then it made sense
to reduce the number of steps in any way possible. As computers and computer memory
became less expensive, it seemed that sampling was a waste of time. And then, there was
the idea of finding a valuable and elusive bit of information in a mass of data. This image was
so powerful that it inspired the name for a whole field of study—data mining. To eliminate any
data from the working dataset was to risk losing treasured insights.
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Times change, and so have the attitudes of the data mining community. For one thing, many of
today's data miners began in more traditional data analyst roles, and were familiar with classical
statistics before they entered data mining. These data miners don't want to be without the full
set of methods that they have used earlier in their careers. They expect their data mining tools
to include statistical analysis capability, and sampling is central to classical statistical analysis.
Business users may not have driven the shift toward sampling in data mining, but they have

not stood in the way. Perhaps this is because many business people had some exposure to
statistical analysis in school, or because the idea of sampling simply appeals to their common
sense. Today, in stark contrast to some discussions of Big Data, sampling is a routine part of
data mining. We will address related issues in our first two recipes.

Data understanding often involves close collaboration with others. This point might be forgotten
in skimming this list of recipes since most of them could be done by a solitary analyst. The Using
CHAID stumps when interviewing an SME recipe, underscores the importance of collaboration.
Note that CHAID is used here to serve data exploration, not modeling. A primary goal of this
phase is to uncover facts that need to be discussed with others, whether they be analyst
colleagues, Subject Matter Experts (SMEs), IT support, or management.

There is always the possibility (some veterans might suggest that it is a near certainty) that
you will have to circle back to business understanding to address new discoveries that you
make when you actively start looking at data. Many of the other recipes in this chapter might
also yield discoveries of this kind. Some time ago, Dean Abbott wrote a blog post on this
subject entitled Doing Data Mining Out of Order:

Data mining often requires more creativity and "art" to re-work the data than we
would like, ... but unfortunately data doesn't always cooperate in this way, and we
therefore need to adapt to the specific data problems so that the data is better
prepared.

In this project, we jumped from Business Understanding and the beginnings

of Data Understanding straight to Modeling. | think in this case, | would call it
"modeling" (small 'm') because we weren't building models to predict risk, but
rather to understand the target variable better. We were not sure exactly how
clean the data was to begin with, especially the definition of the target variable,
because no one had ever looked at the data in aggregate before, only on a single
customer -by-customer basis. By building models, and seeing some fields that
predict the target variable 'too well', we have been able to identify historic data
inconsistencies and miscoding.

]
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One could argue this modeling with a small "m" should always be part of data understanding.
The Using CHAID stumps when interviewing an SME recipe, explores how to model efficiently.
CHAID is a good method to explore data. It builds wide trees that are easy for most to read,
and they treat missing data as a separate category that invites a lot of discussion about the
missing values. The idea of a stump is simply a tree that has been grown only to the first
branch. As we shall see, it is a good idea to grow a decision stump for the top 10 inputs as
well as any SME variables of interest. It is a structured, powerful, and even enjoyable way to
work through data understanding.

Dean also wrote:

Now that we have the target variable better defined, I'm going back to the data
understanding and data prep stages to complete those stages properly, and this is
changing how the data will be prepped in addition to modifying the definition of the
target variable. It's also much more enjoyable to build models than do data prep.

It is always wise to consider writing an interim report when you near completion of a phase.

A data understanding report can be a great way to protect yourself against accusations that
you failed to include variables of interest in a Model. It is in this phase that you will start to
determine what we actually have at your disposal, and what information you might not be able
to get. The Outliers (quirk) report, and the exact logic you used to choose your subset, are
precisely the kind of information that you would want to include in such a report.

Using an empty aggregate to evaluate

sample size

Having all the data made available is usually not a challenge to the data miner—the challenge
is having enough of the right data. The data needs to be relevant to the business question,
and be from an appropriate time period. Many users of Modeler might not realize that an
Aggregate node can be useful even when all you have done is drag it into place, but have
given no further instruction to Modeler.

At times data preparation requires the number of records in a dataset to be a data item that
is to be used in further calculations. This recipe shows how to use the Aggregate node with no
aggregation key and no aggregation operations to produce this count, and how to merge this
count into every record using a Cartesian product so that it is available for further calculations.
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Getting ready

This recipe uses the cup981lrn reduced vars2 empty.txt data set. Since this recipe
produces a fairly simple stream, we will build the stream from scratch.

How to do it...

To use an empty Aggregate node to evaluate sample size:
1. Place a new Var. File source node on the canvas of a new stream. The file name is
cup98lrn reduced vars2.txt.Confirm that the data is being accessed properly.

2. Add both an Aggregate node and a Table node downstream of the source. You do not
need to edit either of the nodes.

3. Run the stream and confirm the result. Total sample size is 95412.

Table (1 fields, 1 records)
PR - =

- ——E | [

| Record_Count |

1 95412

cup98im reduced var.. Aggregate Table

4. Now, add a Type node and a Distinct node in between the Source and Aggregate
node. Move the variable CUST _ID into the Key fields for grouping box.

[}
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5. Select Discard only the first record in each group.

-@®-®

- cup98im reduced var. Type | Distinct | Agaregate Table T
\J Distinet o
® [ ()
| settings [ =
Mode: © Include only the first record in each group

@ Discard only the first record in each group
Key fields for grouping:

=9 Cust_ID "
b3

Within groups, sorl records by:
Field

| Order ]
>
-’
¥
t Default sort order: @ Ascending © Descending

Run it and confirm that the result is 0. You have learned that there are no duplicates
at the customer level.

Place a Merge node so that it is combining the original source with the output of an
empty Aggregate.

8. Within the Merge node choose Full Outer Join.

R —

cup98Iim reduceh\ / Merge Table

Aggregate

9. You have just successfully added the total sample size to the data set where it can be
used for further calculation, as needed.

]
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What an Aggregate node typically does is use a categorical variable to define a new row—
always a reduction in the number of rows. Scale variables can be in the Aggregate field's area
and summary statistics are calculated. Average sales in columns arranged with regions in
rows would be a typical example. Having given none of these instructions, the Aggregate node
boils our data down to a single row. Having given it no summary statistics to report all, what it
does is the default instructions, namely Include record count in field, which is checked off at
the bottom of the Aggregate node's menu. While this recipe is quite easy, this default behavior
is sometimes surprising to new users.

There's more...

Now let's talk about some other options, or possibly some pieces of general information that
are relevant to this task.

If you are merging many sources of data, as will often be the case, you should check sample
size for each source, and for the combined sources as well. If you obtained the data from a
colleague, you should be able to confirm that the sample size and the absence (or presence)
of duplicate IDs was consistent with expectations.

When duplicates are present, and you therefore get a non-zero count, you can remove the
aggregate and export the duplicates. You will get the second row (or third, or even more) of
each duplicate. You can look up those IDs and verify that they should (or should not) be in the
data set.

[}
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A modified version

A modified version of this technique can be helpful when you have a nominal variable with lots
of categories such as STATE. Simply make the variable your key field.

=
| Key fields: |71 Keys are contiguous
el sTaTE w
x
Aggregate fields:
Field [sum |Mean |Min |Max |SDev |Medi.. |Count |varia..[1stQu.. IMQU‘"W
x
»
Default mode: M& EFFEE ..EB B v..[F 1st.. [ 3rd...
Mew field name extension: l:l Addas: @ suffix O Prefix
¥ Include record countin field |Record_Count [N
1<

Additionally, it is wise to sort on Record_Count with a Sort node (not shown). The results
show us that California has enough donors that we might be able to compare California to
other states, but the data in New England is thin. Perhaps we need to group those states into
a broader region variable.

STATE | Record_Count |

CA 17343 | 48 ME 11
FL 8376 49 NH E
1 7535 | 50 VT 7
IL 6420 | 51 RI E
MI 5654 |52 Vi 5
NC 4160 |53 GU 4
WA 3577 |54 WV 4
GA 3403 |55 DE 3
IN 2980 |56 AS 1
Wi 2795 57 DC 1
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The same issue can arise in other data sets with any variable of this kind, such as product
category, or sales district, etc. In some cases, you may conclude that certain categories are
out of the scope of the analysis. That is not likely in this instance, but there are times when
you conclude that certain categories are so poorly represented that they warrant a separate
analysis. Only the business problem can guide you; this is merely a method for determining
what raw material you have to work with.

» Chapter 4, Data Preparation - Construct

Evaluating the need to sample from the

initial data

One of the most compelling reasons to sample is that many data sources were never created
with data analysis in mind. Many operational systems would suffer serious functional
problems if a data miner extracted every bit of data from the system. Business intelligence
systems are built for reporting purposes—typically a week's worth or a month's worth at a
time. When a year's worth is requested, it is in summary form. When the data miner requests
a year's worth (or more) of line item level transactions it is often unexpected, and can be
disastrous if the IT unit is not forewarned.

Real life data mining rarely begins with perfectly clean data. It's not uncommon for 90 percent
of a data miner's time to go to data preparation. This is a strong motivation to work with just
enough data to fill a need and no more, because more data to analyze means more data to
clean, more time spent cleaning data, and very little time left available for data exploration,
modeling and other responsibilities. The question often is how large a time period to examine.
Do we need 4 years to examine this? The answer would be yes if we are predicting university
completion, but the answer would be no if we are predicting the next best offer for an online
bookseller.

In this recipe we will run a series of calculations that will help us determine if we have: just
enough data, too much data that we might want to consider random sampling, or so little data
that we might have to go further back in our historical data to get enough.

Getting ready

We will be using the EvaluateSampleNeed. str file.

s
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How to do it...

To evaluate the need to sample from the initial data, perform the following steps:

1. Force TARGET_B to be flag in the Type node.

2. Run a Distribution node for TARGET_B. Verify that there are 4,883 donors and
90,569 non-donors.

3. Run a Distribution node on the new derive field, RFA3 FirstLetter.

4. Examine the Select node and run a new Distribution node on TARGET_B downstream
of the Select node. Confirm the numbers 88,290 and 4694 for the results.

:‘]‘%Hf—j OQ;tﬁimﬂ o WEZN

O—®-@—»

cupa8irn reduced var.. / Type RFM_FlrstNeled

TARGET_B RFA3_Firstl etter

5. Generate using Balance Node (reduce).

] Distribution of TARGET_B #1

‘ loh File | = Edit ¢ Generate &f View ﬁ:‘m
| Ta"“’{wg "
Value / . -

=

Balance Node (boost)
Balance Node (reduce)
Reclassify Node (groups)
| Reclassify Node (values)
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Insert it in sequence before the Distribution node and then run it.

File Edit Insert View Tools SuperNode Window Help

NEHE o e » 1]

.ﬁ.—-a-rA

TARGET_B
(generate

cup98im reducedVType RFA3 Fursﬂ.\ Select

RFA3_FirstLetter

TARGET_B

Confirm that the two groups are now roughly equal. This is a random process; your
numbers will not match the screen exactly.

File Edit Inset View Tools SunerNoﬁe Window Help

ARGET_B

0-0-0—0-60-9-A

cup98im reduced \7 Type RFA.‘!_FirsIL\ Select Balance Partition Select TAR'_GET_EI

TARGET_B

RFA3_FirstLefter

6. Add a Partition node after the Type node. Purely for illustration, add a Select node
that allows only data from Train data set to flow to the Distribution node. We want to
assess our sample size, but the Select node would be removed before modeling.
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7. Do we have enough data if we remove Inactive or Lapsing donors? Add a Select
node that removes the categories | or L from the field RFA 3FirstLetter. The
downstream Distribution node of TARGET_B should result in approximately 2,300 in
each group.

Early in the process we determined that we have 4833 cases of the rarer of our two groups.
It would seem, at first, that we have enough data and possibly we do. A good rule of thumb is
that we would want at least 1,000 cases of the rarer group in our Train data set, and ideally
the same amount in our Test data set. When you don't meet these requirements there are
ways around it, but when you can meet them it is one less thing to worry about.

Train Test
Rare (donor) Common (non-donor) Rare (donor) Common (non-donor)
1000+ 1000+ 1000+ 1000+

When we explore the balanced results we meet the 1000+ rule of thumb, but are we out of
the woods? There are numerous issues left to consider. Two are especially important: is all of
the data relevant and is our time period appropriate?

Note that when we rerun the Distribution node downstream of the Partition node, at first it
seems to give us odd results. Partition nodes tells Modeling nodes to ignore Test data, but
Distribution nodes show all the data. In addition, Balance nodes only balance data in the
Training data set, not the Testing data set. In this recipe, we add the select node to make
this clear. In a real project one could just cut the number of cases into half to determine the
number in the Train half.

The exercise in removing 1995 donors or lapsed donors cannot be taken as guidance in all
cases. There are numerous reasons to restrict data. We might be interested in only major
donors (as defined in the data set). We might be interested only in new donors. The point is to
always return to your business case and ensure that you are determining sample size for the
same group that will be your deployment population for the given business question.

In this example, we ultimately can conclude we have enough data to meet the rule of thumb,
but we certainly don't have the amount of data that we appeared to have at the start.
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Codes for RFA3_FirstLetter

F First time donor: Anyone who has made their first donation in the last
6 months and has made just one donation.

N New donor: Anyone who has made their first donation in the last 12
months and is not a First time donor. This is everyone who made their first
donation 7-12 months ago, or people who made their first donation between
0-6 months ago and have made two or more donations.

A Active donor: Anyone who made their first donation more than 12
months ago and has made a donation in the last 12 months.

L Lapsing donor: A previous donor who made their last donation between
13-24 months ago.

| Inactive donor: A previous donor who has not made a donation in the
last 24 months. People who made a donation more than 25 months ago.

S Star donor: Star donors are individuals who have given to 3 consecutive
card mailings.

There's more...

What do you do when you don't have enough data? One option is to go further back in time,
but that option might not be available to you on all projects. Another option is to change the
percentages in the Partition node. The Train data set needs its 1000s of records more than
the Test data. If you are experiencing scarcity, increase the percentage of records going to the
Train data.

You could also manipulate the Balance node. One need not fully boost or fully reduce. For
example, if you are low on data, but have almost enough data, try doubling the numbers in the
balance node. This way you are partially boosting the rare group (by a factor of 2), and you are
only partially reducing the common group.

What do you do if you have too much data? As long as there is no seasonality you might
look at only one campaign, or one month. If you had a lot of data, but you had seasonality,
then having only one month's worth of data would not be a good idea. Better to do a random
sample from each of 12 months, and then combine the data. Don't be too quick to embrace
too much uncritically and simply analyze all of it. The proof will be in the ability to validate
against new unbalanced data. A clever sampler will often produce the better model because
they are not drowning the algorithm with noise.
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See also

» The Using an empty aggregate to evaluate sample size recipe in this chapter

Using CHAID stumps when interviewing an

SME

In this recipe we will learn how to use the interactive mode of the CHAID Modeling node to
explore data. The name stump comes from the idea that we grow just one branch and stop.
The exploration will have the goal of answering five questions:

1. What variables seem predictive of the target?
2. Do the most predictive variables make sense?

3. What questions are most useful to pose to the Subject Matter Experts (SMEs) about
data quality?

4. What is the potential value of the favorite variables of the SMEs?
5. What missing data challenges are present in the data?

Getting ready

We will start with a blank stream.

How to do it...

To use CHAID stumps:

1. Add a Source node to the stream for the cup98lrn reduced vars2.txt file.
Ensure that the field delimiter is Tab and that the Strip lead and trail spaces option
is set to Both.

2. Add a Type node and declare TARGET_B as flag and as the target. Set TARGET_D,
RFA_2, RFA_2A, and RFA_2F, RFA_2R to None.

s 0>
FE] ) e S — ‘&@lt

cup98irn reduced var.. Type TARGET_B




3. Add a CHAID Modeling node and make sure that it is in interactive mode.

\J TARGET B

ol

\Objective: Standard model

@elny
|

Select an item:

Basics

Stopping Rules
Costs
Ensembles

Advanced

~Description

What do you want to do?
@ Build new model @ Continue training existing model
What is your main objective?

@® Build a single tree
Single Tree

Mode: © Generate model @ Launch interactive session!
[7] Use tree directives ( Direc. |

© Enhance model accuracy (boosting)
© Enhance model stability (bagging)
© Create a model for very large datasets (requires Server)

Creates a single, standard model to explain relationships between fields. I
Standard models are easier to interpret and can be faster to score than
boosted, bagged, or large dataset ensembles.

Chapter 1
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4. Click on the Run button. From the menus choose Tree | Grow Branch with Custom
Split. Then click on the Predictors button.

“§ Define Split %
TARGET_B
E e . Predictor |LASTG.IFT J [ Pradidors,..}
|_Categoy %  n | Split ® Auto  © Custom
5 “ 0.000 95.103 63462
= 1.000 4897 32788| Child ID | Condition | [y
1 Total  100.000 BG730[ New Node 1 LASTGIFT <=9.000 . e
————————————————————————— New Node 2 LASTGIFT =9.000 and LASTGIFT <=14.000 =
New Node 3 LASTGIFT =14.000 and LASTGIFT ==19.000
New Node 4 LASTGIFT =19.000
"? Select Predictor “
|| Predictor  |Nodes |Statistic |DF | Ad. Prob.
|[LASTGIFT 4 Chi-square=372.149 3 0.000 ﬂ 3
| [MAXRAMNT 5 Chi-square=329534 4  0.000
AVGGIFT 5 Chi-square=315990 4  0.000
RAMNT_8 3 Chi-square=260.138 2 0.000
RAMNT_14 3 Chi-square=219.101 2 0.000 p
PEPSTRFL 2 Chi-square=198.559 1 0.000 =

5. Allow the top variable, LASTGIFT, to form a branch. Note that LASTGIFT does not
seem to have missing values.

=]




TARGET_B

% 0.000
¥ 1.000

Total

~ Nodeo |
Category % n

95.103 63462):
4.897 3268(

100.000 66730 ;

LASTGIFT
Adj. P-value=0.000, Chi-square=372.149, df=3

==9.000 (9.000, 14.000) (14.000, 19.000] =19.000
Node § Node & Node 7 MNode 8
Category % n Category % n Category % n Category % n
¥ 0.000 91.714 8324 (™ 0.000 94.162 14341] |™ 0.000 95652 16696| |™ 0.000 96.524 24101
W 1.000 8286 752 B 1.000 5837 889 B 1.000 4348 759 B 1.000 3476 8E8
Total 13.601 9078 Total 22,8232 15230 Total 26.158 17455 Total 37.418 24969

Chapter 1

6. Further down the list, the RAMNT series variables do have missing values. Placing
the mouse on the root node (Node O) choose Tree | Grow Branch with Custom Split

1]

again.
'@ Select Predictor

Predictor  |Nodes | Statistic |DF |Adj.Prob. |
LASTGIFT 4 Chi-square=372.149 3 0.000
MAXRAMNT 5 Chi-square=329.534 4 0.000
AVGGIFT 5 Chi-square=315.990 4 0.000
RAMNT_8 5 Chi-square=260.138 2 0.000
RAMNT_14 3 Chi-square=219.101 2 0.000
PEPSTRFL |2 Chi-square=198.559 1 0.000
CARDGIFT 4 Chi-square=213.481 3 0.000
NGIFTALL 4 Chi-square=193.665 c 0.000
RAMNT_12 3 Chi-square=185.268 3 0.000
MINRAMNT 6 Chi-square=174.316 5 0.000
RAMNT_13 3 Chi-square=161.693 2 0.000
RAMNT_16 4 Chi-square=156.560 3 0.000
RAMNT_9 5 Chi-square=151.289 4 0.000
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7. The figure shows RAMNT 8, but your results may differ somewhat as CHAID
takes an internal partition and therefore does not use all of the data. The slight
differences can change the ranking of similar variables. Allow the branch to grow
on your selected variable.
TARGET_BE
5 Node 0 ;
|_Category % n_f:
0.000 95103 63462
™ 1.000 4897 3268|
Total 100.000 66730 '
e 1 __________ =
RAMMNT_8
Adj. P-value=0.000, Chi-square=260.138, df=2
== QI.EIUU (9.000, 14.000] = 14.000; =missing=
MNode 1 Mode 2 MNode 3
Category % n Category % n Category % n
0.000 89.793 2692 0.000 92531 3568 0.000 95534 57202
B 1.000 10.207  308| |®™1.000 7.469 288| (M 1.000 4466 2674
Total 4493 2998 Total 5779 3856 Total 89.729 59876
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8. Now we will break away the missing data into its own category. Repeat the steps
leading up to this branch, but before clicking on the Grow button, select Custom and

at the bottom, set Missing values into as Separate Node.

“¥ Define Split F——

Predictor |RAMNT_8

Split Auto @ Custom

Child ID | Condition =
New Node 1 RAMNT_8 <=9.000
New Node 2 RAMNT_8 =9.000 and RAMNT_8 <=14.000
New Node 3 RAMNT_8 =14.000
rEdit Range Values
Greater than: < Less than or equal to: _g

Missing values into: | Separate

=
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9. Sometimes SMEs will have a particular interest in a variable because it has been
known to be valuable in the past, or they are invested in the variable in some way.
Even though it is well down the list, choose the variable Wealth2 and force it to
branch while ensuring that missing values are placed into a Separate node.

TARGET_BE

Category % n
0.000 95103 63462
B 1.000 4.897 3268
Total 100.000 66730
.......... ]-1.:
WEALTHZ
Adj. P-value=0.000, Chi-square=26.791, df=2

&= 5|.DDD = 5.|EIUD 2missing=
MNode 11 MNode 12 Node 13
Category % n Category % n Category % n

0.000 95.250 18630 0.000 94.359 15624 0.000 95.410 29208
B 1.000 4750 928( |®1.000 5641 934( |®1.000 4.590 1405

Total 29.311 19559 Total 24.813 16558 Total 45876 30613

There are several advantages to exploring data in this way with CHAID. If you have accidentally
included perfect predictors it will become obvious in a hurry. This recipe is dedicated to this
phenomenon. Another advantage is that most SMEs find CHAID rather intuitive. It is easy to
see what the relationships are without extensive exposure to the technique. Meanwhile, as an
added benefit, the SMEs are becoming acquainted with a technique that might also be used
during the modeling phase. As we have seen, CHAID can show missing data as a Separate
node. This feature is shown to be useful in the Binning scale variables to address missing
data recipe in Chapter 3, Data Preparation - Clean. By staying in interactive mode, the trees
are kept simple; also, we can force any variable to branch even if it is not near the top of the
list. Often SMEs can be quite adamant that a variable is important, while the data shows them
otherwise. There are countless reasons why this might be the case, and the conversation
should be allowed to unfold. One is likely to learn a great deal trying to figure out why a
variable that seemed promising is not performing well in the CHAID model.

=
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Let's examine the CHAID tree a bit more closely. The root node shows the total sample size
and the percentage in each of the two categories. In the figures in this recipe, the red group is
the donors group. Notice that the more recent their LASTGIFT was, the more likely that they
donated. Starting with 8.286 percent for the less than or equal to 9 group, dropping down to
3.476 percent for the less than 19 group. Note that when you add up the child nodes, you get
the same number as the number in the root node.

TARGET_B

Node 0
| Category % n
{# 0000 9510363462
4™ 1.000 4897 3268
Total  100.000 66730
LASTGIFT
Adi. P-value=0.000, Chi-square=372.149, df=3

== 9,000 {9.000, 14.000] (14.000,19.000] = 19,000
Node 5 Node 6 Node 7 Node 8
Category % n Category % n Category % n Category % n
0.000 91.714 8324 0.000 94,163 14341 0.000 95.652 16696 0.000 96.524 24101
W 1.000 8.286  752| (W™ 1.000 5837  889| |M1.000 4348  759| |™1.000 3.476 868
Total 13,601 90786 Total 22.823 15230 Total 26.158 17455 Total 37.418 24969

It is recommended that you take a screenshot of at least the top 10 or so variables of interest
to management or SMESs. It is a good precaution to place the images on slides, since you will
be able to review and discuss without waiting for Modeler to process. Having said that, it is an
excellent idea to be ready to further explore the data using this technique on live data during
the meeting.

» The Using the Feature Selection node creatively to remove or decapitate perfect
predictors recipe in Chapter 2, Data Preparation - Select

» The Binning scale variables to address missing data recipe in Chapter 3, Data
Preparation - Clean
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Using a single cluster K-means as an

alternative to anomaly detection

Cleaning data includes detecting and eliminating outliers. When outliers are viewed as a
property of individual variables, it is easy to examine a data set, one variable at a time, and
identify which records fall outside the usual range for a given variable. However, from a
multivariate point of view, the concept of an outlier is less obvious; individual values may fall
within accepted bounds but a combination of values may still be unusual.

The concept of multivariate outliers is used a great deal in anomaly detection, and this can
be used both for data cleaning and more directly for applications such as fraud detection.
Clustering techniques are often used for this purpose; in effect a clustering model defines
different kinds of normal (the different clusters) and items falling outside these definitions
may be considered anomalous. Techniques of anomaly detection using clustering vary from
sophisticated, perhaps using multiple clustering models and comparing the results, through
single-model examples such as the use of TwoStep in Modeler's Anomaly algorithm, to the
very simple.

The simplest kind of anomaly detection with clustering is to create a cluster model with only one
cluster. The distance of a record from the cluster center can then be treated as a measure of
anomaly, unusualness or outlierhood. This recipe shows how to use a single-cluster K-means
model in this way, and how to analyze the reasons why certain records are outliers.

Getting ready

This recipe uses the following files:

» Data file: cup98LRN. txt
» Streamfile: Single Cluster Kmeans.str

» Clementine output file: Histogram. cou

How to do it...

To use a single cluster K-means as an alternative to anomaly detection:

1. Openthe stream Single Cluster Kmeans.str by clicking on File | Open Stream.

2. Edit the Type node near the top-left of the stream; note that the customer ID and zip
code have been excluded from the model, and the other 5 fields have been included
as inputs.

3. Run the Histogram node $KMD-K-Means to show the distribution of distances
from the cluster center. Note that a few records are grouped towards the upper
end of the range.
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Open the output file Histogram. cou by selecting the Outputs tab at the top-right
of the user interface, right-click in this pane to see the pop-up menu, select Open
Output from this menu, then browse and select the file Hi stogram. cou. You will
see the graph in the following figure, including a boundary (the red line) that was
placed manually to identify the area of the graph that, visually, appears to contain
outliers. The band to the right of this line was used to generate the Select node and

Derive node included in the stream, both labeled band2.

{ul] Histogram of SKMD-K-Means 21

las File = Edit £ Generate

d View

=1

>/ EO

Graph | Annotations

F FEE ] B

[E=H EoB| >

@)

125

Count

04

06 0s8

$KMD-K-Means
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5. Run the Table node outliers; this displays the 8 records we have identified as outliers
from the histogram, including their distance from the cluster center, as shown in the
following screenshot. Note that they are all from the same cluster because there is
only one cluster.

Outliers (0 fields, & records) =T o | )

\a File | = Edit ) Generate B

| Table | Annotations

CUST_ID |STATE|ZIP  |AGE [NUMCHLD |INCOME | GENDER | SKM-K-Means | SKMD-K-Means |
1 48535AL 36037 | 5n.. Snulls U cluster-1 0.957
2 88006IL 60014 | 63 Bnulls 7U cluster-1 0.981
3 84658 MN 55018 &n.. Bnulls 1U cluster-1 0.957
4 1780620R 97850 85 $nulls 1U cluster-1 1.005
5 128889TX 79924 | 42 Snulls 2 cluster-1 0.942
5 65926 M 48101 55 1 4U cluster-1 0.946
7 13453CA  93030-  Sn.. Bnulls 1U cluster-1 0.957
5 102540M0 64154 | Sn.. Bnulls 7U cluster-1 0.977

So far we have used the single-cluster K-means model to identify outliers, but why are they
outliers? We can create a profile of these outliers to explain why they are outliers, by creating
a rule-set model using the C5.0 algorithm to distinguish items that are in band2 from those
that are not. This is a common technique used in Modeler to find explanations for the behavior
of clustering models that are difficult to interrogate directly. The following steps show how:

1. Edit the Type node near the lower-right of the stream, as shown in the following
screenshot. This is used to create the C5.0 rule-set model; note that the inputs
are the same as for the initial cluster model, both outputs of the cluster model
have been excluded, and the target is the derived field band2, a Boolean that
identifies the outliers.




1 rom s

[ B+ ReadValues I Clear Values I G&aﬁﬂi.\rﬂueﬁ.]

I Field — Measurement Values Missing || Check ~ Role
{3 CUST_ID Typeless None © None
[a] STATE @5 Nominal ABAKALA Mone “ Input
a] zip Typeless Mone S None
{3 AGE <& Continuous Mone “w Input
{3NUMCHLD ¢ Continuous 1, None “w Input
¥ INCOME & Continuous [1,7] Mone “ Input
[a] GENDER @5 Nominal CFJMU None “ Input
|§| SKM-K-Means &5 Mominal cluster-1 MNone & Mone
@ SKMD-K-Mea... & Continuous [0.065173.. Naone & None
[a] band2 & Flag TIF Mone ©) Target

[Lox | canca]

@ view current fields

@ View unused field settings
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Browse the C5.0 model, band2 and then use the Model pane to see all the rules and
their statistics, as shown in the following screenshot. All the rules are highly accurate;
even though they are not perfect, this is a successful profiling model in that it can
distinguish reliably between outliers and others. This model shows how the cluster
model has defined outliers: those records that have the rare values U and J for the

GENDER field. The even more rare value C has not been identified, because its single

occurrence was insufficient to have an impact on the model.

7 band2

la File ¢ generate o View ||

w

Hodsl_ Summany_seings Antstons

(Clal e s @

E-Rules for T - contains 2 rule(s)
E- Rule 1for T (72; 0.959)
Lif GENDER =U
Tthen T
E- Rule 2for T (11; 0.848)
i GENDER = J
Tthen T
E-Rules for F - contains 2 rule(s)
E- Rule 1for F (54; 0.982)
B GENDER =M
Tthen  F
E- Rule 2for F (50;0.981)
i GENDER =F
then F
- Default: F

Eis
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Imagine a five-dimensional scatter-plot showing the 5 variables used for the cluster model
and normalized. The records from the data set appear as a clump, and somewhere within that
clump is its center of gravity. Some items fall at the edges of this clump; some may be visually
outside it. The clump is the cluster discovered by K-means, and the items falling visually
outside the clump are outliers.

Assuming the clump to be roughly spherical, the items outside the clump will be those at the
greatest distance from its center, and have a gap between them and the edges of the clump.
This corresponds to the gap in the histogram where we create a band of outliers from the
histogram, which we have used manually to identify the band of outliers. The C5.0 rule-set is
a convenient way to see a description of these outliers, more specifically how they differ from
items inside the clump.

There's more...

The final step mentions that the unique value C in the GENDER field has not been discovered
in this instance because it is too rare to have an impact on the model. In fact, it is only too
rare to have an impact on the relatively simplistic single-cluster model. It is possible for a
K-means model to discover this outlier, and it will do so if used with its default setting of

5 clusters. This illustrates that the technique of using the distance from the cluster center
to find outliers is more general than the single-cluster technique and can be used with any
K-means model, or any clustering model that can output this distance.

Using an @QNULL multiple Derive to explore

missing data

With great regularity the mere presence or absence of data in the input variable tells you a
great deal. Dates are a classic example. Suppose LastDateRented HorrorCategory

is NULL. Does that mean that the value is unknown? Perhaps we should replace it with the
average date of the horror movie renters? Please don't! Obviously, if the data is complete, the
failure to find Jane Renter in the horror movie rental transactions much more likely means
that she did not rent a horror movie. This is such a classic scenario you will want a series of
simple tricks to deal with this type of missing data efficiently so that when the situation calls
for it you can easily create NULL flag variables for dozens (or even all) of your variables.

Getting ready

We will start with the NULL Flags. str stream.

NED



How to do it...

To use an @NULL multiple Derive node to explore missing data, perform the following steps:

1.

Chapter 1

Run the Data Audit and examine the resulting Quality tab. Note that a number of
variables are complete but many have more than 5 percent NULL. The Filter node on
the stream allows only the variables with a substantial number of NULL values to flow

downstream.

Add a Derive node, and edit it, by selecting the Multiple option. Include all of the
scale variables that are downstream of the Filter node. Use the suffix _null, and

select Flag from the Derive as drop-down menu.

O null n
|z (i @ (el
= Derve as: Flag

setings panotatons.

Mode: (O Single @ Multiple

I Derive from:

True when:

| ¢ NOEXCH =
& CLUSTER
x>
& AGE v
-

Field name extension: Addas. @ Suffix O Prefix

Derive as: |Flag > | TIP: Refer to selected fields by using @FIELD
Field type: Q Flag -

Truevalue: [T | Faisevalue: [F 1

@NULLI@FIELD)

=)

i
o) e

Add another Filter node and set it to allow only the new variables plus TARGET_B to

flow downstream.

Add a Type node forcing TARGET_B to be the target. Ensure that it is a flag

measurement type.

Add a Data Audit node. Note that some of the new NULL flag variables may be related

to the target, but it is not easy to see which variables are the most related.

s
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6. Add a Feature Selection Modeling node and run it. Edit the resulting generated
model. Note that a number of variables are predictive of the target.

D) — @& — & ®
wdl i e
cupgeim reduced var Type 170 Fields 67 Fialds
e e :
- D G . G -
R o8 ~E G
(generaled) _null Filter T;ve\ T{RGET,EI

. 4

TARGET_B

There is no substitute for lots of hard work during Data Understanding. Some of the patterns
here could be capitalized upon, and others could indicate the need for data cleaning. The
Using the Feature Selection node creatively to remove or decapitate perfect predictors recipe
in Chapter 2, Data Preparation - Select, shows how circular logic can creep into our analysis.

Note the large number of data and amount-related variables in the Generated model. These
variables indicate that the potential donor did not give in those time periods. Failing to give in
one time period is predicted with failing to give in another; it makes sense. Is this the best way
to get at this? Perhaps a simple count would do the trick, or perhaps the number of recent
donations versus total donations.

Wods! | summaty Annotatons.
e ———
i N 72! TSR ) B 7
Rank Field Measurement Importance Valug

[F] 1 [A] RDATE_14_null Flag [#%] import... 1.0 -
v 2 [A] RAMNT_14_null Flag ] Import.. 1.0
4 3 [A] RDATE_8_null Flag [#] Import_. 1.0
& 4 [A] RAMNT_8_null Flag [#] import.. 1.0
&4 5 [A| RDATE_13_null | Flag [#] import_ 1.0

l v 6 |A] RAMNT_13_null Flag [# Import... 1.0
&4 7 [A] RDATE_24_null Flag [#] import.. 1.0
¥ 8 [A] RAMNT_24_null Flag [ import.. 1.0
v 9 [A] NEXTDATE _null Flag [ Import... 1.0
v 10 [A] TIMELAG _null Flag E Import.. 1.0
Il 11 [A] RDATE_3_null Flag [#%] import... 1.0
4 12 [A] RAMNT_9_null | Flag [#] import_. 1.0
o 13 |A| RDATE_16_null Flag [ Import... 1.0
7] 14 [A] RAMNT_18_null Flag [%] import_. 1.0
7] 15 [A] RDATE_12_null | Flag [ Import... 1.0
Fl 16 [A] RAMNT_12_null | Flag [%] Import._. 1.0
I 17 [A] RDATE_19_null Flag [ Import_. 1.0
¥4 18 [A] RAMNT_19_null Flag [#] import.. 1.0
¥ 19 [A| RDATE_22_null Flag [#] import._. 1.0
& 20 [A] RAMNT_22_null Flag [#] import... 1.0
W 21 [A] RDATE_16_null Flag [# import_. 1.0
v 22 [A] RAMNT_16_null Flag [# import.. 1.0

I &4 23 [A] GEOCODE_null Flag [#] Importt.. 1.0
I 24 [A] WEALTH2_nuil Flag [ Import... 1.0
¥4 25 [A] LIFESRC_null Flag [#] import._. 1.0 ||
& 26 [A]l BOATE 11 nuill Flan Blimnat 10 bt
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Also note the TIMELAG null variable. It is the distance between the first and second
donation. What would be a common reason that it would be NULL? Obviously the lack of a
second donation could cause that problem. Perhaps analyzing new donors and established
donors separately could be a good way of tackling this. The Using a full data model/partial
data model approach to address missing data recipe in Chapter 3, Data Preparation - Clean,
is built around this very idea. Note that neither imputing with the mean, nor filling with zero
would be a good idea at all. We have no reason to think that one time and two time donors
are similar. We also know for a fact that the time distance is never zero.

Note the Wealth2 null variable. What might cause this variable to be missing, and for the
missing status alone to be predictive? Perhaps we need a new donor to be on the mailing list
for a substantial time before our list vendor can provide us that information. This too might be
tackled with a new donor/established donor approach.

» The Using the Feature Selection node creatively to remove or decapitate perfect
predictors recipe in Chapter 2, Data Preparation - Select

» The Using CHAID stumps when interviewing an SME recipe in this chapter

» The Binning scale variables to address missing data recipe in Chapter 3, Data
Preparation - Clean

» The Using a full data model/partial data model approach to address missing data
recipe in Chapter 3, Data Preparation - Clean

Creating an Outlier report to give to SMEs

It is quite common that the data miner has to rely on others to either provide data or
interpret data, or both. Even when the data miner is working with data from their own
organization there will be input variables that they don't have direct access to, or that are
outside their day-to-day experience.

Are zero values normal? What about negative values? Null values? Are 1500 balance inquiries
in a month even possible? How could a wallet cost $19,500? The concept of outliers is
something that all analysts are familiar with. Even novice users of Modeler could easily find

a dozen ways of identifying some. This recipe is about identifying outliers systematically and
quickly so that you can produce a report designed to inspire curiosity.

There is no presumption that the data is in error, or that they should be removed. It is simply
an attempt to put the information in the hands of Subject Matter Experts, so quirky values
can be discussed in the earliest phases of the projects. It is important to provide whichever
primary keys are necessary for the SMEs to look up the records. On one of the author's recent
projects, the team started calling these reports quirk reports.

@l
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Getting ready

We will start with the Outlier Report.str stream that uses the TELE CHURN_ preprep
data set.

How to do it...

To create an Outlier report:

1. Openthe stream Outlier Report.str.

®—@

TELE_CHURN_preprep Type

2. Add a Data Audit node and examine the results.

) Field Measurement Outliers | Extremes

3 CHURN i Flag = =

A| Phone_Model Nominal — -
DROPPED_... ¢ Continuous 19 3
LATE_PAYM.. & Continuous 30 |

& DATA_gb & Continuous 21 10
PEAK_mins ¢ Continuous 14 5
TEXT_count ¢ Continuous 10 12|

3. Adjust the stream options to allow for 25 rows to be shown in a data preview. We will
be using the preview feature later in the recipe.

| Selecta sefting.
: .(..‘;maral These are general settings that apply to the current stream. Click Save As Default o use these seftings as the default
| for all your streams.
Date/Time
Number farmats Decimal symbol:
Optimization Grouping symbol:
Logging and Status Encoding:
Lot Ruleset Evaluation:
Maximum number of rows to show in Data Preview:

=
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4. Add a Statistics node. Choose Mean, Min, Max, and Median for the variables
DATA gb, PEAK mins, and TEXT count. These three have either unusually high
maximums or surprising negative values as shown in the Data Audit node.

5. Consider taking a screenshot of the Statistics node for later use.

E-DATA_gb
E- Statistics
- | Mean 0.396|
. | Min -19.480
- | Max 34918
Median 0.000
E-PEAK_mins
[E- Statistics -
Mean | 405890
- | Min 0.000|
| Max 4632500
Median 258.000|
E- TEXT_count
El- Statistics
[Mean —177.210
| | Min 0.000|
Max 9762.857|
Median 0.000]

6. Add a Sort node. Starting with the first variable, DATA gb, sort in ascending order.

G
Data Audit
/o> o
—_—e % :::: —_— n
TELE_CHURN_preprep Type Statistics
@
Sort Filter
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7. Add a Filter node downstream of the Sort node dropping CHURN, DROPPED CALLS,
and LATE PAYMENTS. It is important to work with your SME to know which variables

put quirky values into context.

Field
ACCOUNT
CHURN
Phone_Model
DROPPED_CALLS
LATE_PAYMENTS
DATA_gb
PEAK_mins
TEXT_count

Filter

el

Field
ACCOUNT
CHURN
Phone_Model
DROPPED_CALLS
LATE_PAYMENTS
DATA_ab
PEAK_mins
TEXT_count

8. Preview the Filter node. Consider the following screenshot:

ACCOUNT | Phone_Model | DATA_gb| PEAK_mins | TEXT_count

1 7617 SG200
2 3926 G5

-19.480
-12.987

329.167
896.333

0.000
0.000

9. Reverse the sort, now choosing descending order, and preview the Filter node.
Consider the following screenshot for later use:

ACCOUNT |Phone_Model | DATA_gb | PEAK_mins | TEXT_count
1 3164 105D 34.918 5413833 0.000
2 9552 5G200 25974  1213.167 0.000
3 1139 $G200 25.974 820.000 0.000
4 495 X23 19.480 419.833 126.857
5 5041 SG200 19.480 271.000 0.000

10. Sort in descending order on the next variable, PEAK mins. Preview the Filter node.

ACCOUNT | Phone_Model | DATA_gb [PEAK_mins |TEXT_count
1 9498 105D 0.000 4632500 0.000
2 219 X23 0.000 3614.333 0.000
3 3498 SG200 0.000  3117.667 0.000
4 1932G5 0.000  3059.000 176571
5 77386200 0.000 2740167 0.000
6 3867 5G200 0.000 2489333 0.000
7 3410 100D 0.000  2457.333 0.000
8 5770 SG200 0.000 2443500 0.000
9 9680 X5000 0.000  2296.500 42 857
10 5645 X5000 0.000 2242 167 41.143
11 2889 300M 0.000  2156.000 0.000
12 3128 8G200 0.000 2141833 273714
13 511 5G200 14930 2094333 0.000
14 8598 SG200 0.000 2092500 0.000
15 1321 105D 0000  2023.000 18.857
16 992 X5000 0000 2009.167 0.000

=
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11. Finally sort the variable, TEXT count, in descending order and preview the Filter node.

ACCOUNT | Phone_Model | DATA_gb ]PEAK_mins |TEXT_count
1 7981 SG200 0.000 107.333 9762.85T
2 6079 1208 0.000 0.000 9673.714
3 2692 X5000 0.000 1215.833 8753.143
4 4421 X5000 0.000 144 667 5736.0001
5 1538 X5000 0.000 848833 5374 286
6 7215100D 0.000 98.500 5122.286
T 1896 SG200 0.000 15.000 4112571
8 4594 SG200 0.000 96.667 4032.0000
9 175 X25 0.000 68.333 3884 571
10 2747 X5000 0.000 1.667 3867 429
11 3652 X5000 0.000 333.500 3857.143
12 9512 SG200 0.000 333.333 3804.0004
13 6152 G5 0.000 600.500 3629.143
14 6277 105D 0.000 246333 3584 571
15 6238 G5 0.000 33.000 3325714
16 7175 SG200 0.000 1.667 3257.14%
17 1101 X23 0.000 27.833 3106.286

12. Examine Outliers.docx to see an example of what this might look like in Word.

There is no deep theoretical foundation to this recipe; it is as straightforward as it seems. It

is simply a way of quickly getting information to an SME. They will not be frequent Modeler
users. Also summary statistics only give them a part of the story. Providing the min, max,
mean and median alone will not allow an SME to give you the information that you need. If
there is a usual min such as a negative value, you need to know how many negatives there
are, and need at least a handful of actual examples with IDs. An SME might look up to values
in their own resources and the net result could be the addition of more variables to the
analysis. Alternatively, negative values might be turned into nulls or zeros. Negative values
might be deemed out of scope and removed from the a