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Preface

Our intuition tells us that in order to study the
mechanisms of receptive molecules, their interactions
with ligands, and their internal regulation, it is a sine qua
non to perform and resolve rates of reaction as seen in
non-steady-state experiments where time is the indepen-
dent variable. However, a great deal of valuable informa-
tion about these mechanisms may also be obtained from
experiments at equilibrium, i.e., with ligand concentration
as the sole independent variable.

This book is a survey of, and evaluates, analytical tools
used to determine equilibrium effects of the interac-
tions between ligands and receptive units as obtained
from dose-response experimentation and from combi-
natorial drug therapy.

1. Raı̂son d’être

The book is intended as a help for students and
researchers in the biomedical fields, enabling them to
choose the best model for their dose-response data
obtained from wet-lab experiments. The focus is on how
to interpret and handle dose-response data, with a
recommendation to down-play analytical methods devel-
oped before the era of personal computers, such as the
Lineweaver�Burk and Scatchard data conversion, the
null-methods by Gaddum and Schild, or the use of
meaningless mathematical manipulations, as for in-
stance the implementation of a Hill-exponentiation.
Instead, when fishing for system constants, the readers
learn how to get access to the free-way of analytical tools
that offer forward formulated physical functions to be
fixed with non-linear fitting procedures.

The approach I have taken is different from that of
many other textbooks on the analysis of equilibrium
dose-responses, which follow in the tradition of data-
linearization developed more than 70 years ago. A
book in point is Segel’s ‘Enzyme kinetics’ (1975),
reissued as a non-revised edition in 1993 and still
considered a standard textbook on enzyme kinetics: it
lacks almost completely in analysis of the so-called two-
state models.

2. Objectives

The framework of this book is a so-called four-pane two-
state model (FP-TSM), which is an equilibrium, two-
ligand and two-state model covering regulated ligand�
receptor interactions at the level of receptive units.
Meanwhile, as the model involves seventeen indepen-
dent parameters it is a complex tool to use to determine
parameters for dose-response relationships at equili-
brium, even though it is probably one of the simplest
tools for analysis of allosteric regulation and of combi-
natorial drug therapy by two ligands.

My goal has been to give a description of the FP-TSM
that is as comprehensive as possible. All the implications
of the FP-TSM are not yet solved, but in the process, the
reader will learn about the usefulness of subsets of the
four-pane framework for analysis of experimental data.
Thus the road to the goal, is the goal.

3. Regula detri

There is heavy use of regula detri in the text. Regula de
tribus is mediaeval Latin for equating elements by two
equal fractions, e.g., a/b�c/d, such that one element,
for instance a, is given by the knowledge of the three
other elements b, c, and d. In the book the reader will
learn how to tinker with regula detris.

As indicated above, both time-dependent and time-
independent experimentation can yield essential infor-
mation about ligand�receptor interactions, and both
types of experiments are necessary for the clarification
of these mechanisms. Solutions to rate equation go
through exponential terms, whereas equilibrium equa-
tions are solved by regula detri manipulations. Regula
detris are much more robust for analysis than the
exponential equations, and this is one major advantage
of experiments at equilibrium. Meanwhile, the two types
of approaches, equilibrium and non-steady-state, yield
different and overlapping information about the me-
chanisms behind the dynamics of ligand�receptor
interaction, and should of course both be performed.
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The excessive use of regula detris may be put in
perspective by Lacan’s four discourses for his model of
the ‘sujet’ in psychoanalysis.1 Lacan’s discourse contains
extremely vague and willfully perplexing uses of regula
detris, which are amusing pendants and counter-points
to the physical regula detri tools employed in this book
for dose-response analyses.

4. Arrow diagrams

Why tools of regula detri? Isn’t molecular biology enough?
Let me paraphrase from an editorial comment in Nature2

on pathway diagrams often employed to explain ideas
imparted from molecular biology:

For cartoons of networks, pathways and complexes, indeed,
superb papers have been written for the purpose of adding
a single arrow to an existing scheme. But to really under-
stand how the biological net works, one needs to have
numbers attached to the arrows and equations (input
functions) relating the system constants.

On a limited scale, this is what the book tries to do in
the context of Systems Biology.

1 The seminar of Jacques Lacan: Book XVII The Other Side of
Psychoanalysis, translated by R. Grigg. New York: Norton, 2007.
2 Nature 397: 89, 1999.
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IPART

ONE-STATE MODELS:
SIMPLE AGONISM AND
ANT-AGONISM

I.1. A Prelude

What happens when two drugs are given simultaneously?
This book is about the analysis of data from ligand�
receptor interactions obtained from dose�response ex-
periments at equilibrium and about how theoretical
schemes of mechanisms can be adopted to these data
and with a main aim on how to simulate physically what
happens when two drugs are given simultaneously. This
for a comparison with reality and for a better implementa-
tion of combinational drug therapy. In essence, the entire
book is an elaboration of the Michaelis�Menten equation.

The various concepts of ligand�receptor interaction
were first developed during a so-called classic era ending
circa 1945, and then during a post-classic era, starting
circa 1965, with what could be called a transition period
between 1945 and 1965. Concepts from the classic era
were mostly concerned with occupancy or function as a
two-step mechanism while the post-classic era, besides
binding and function, was and still is preoccupied with
states of conformational changes for the un-liganded
receptive unit, a two-state mechanism.

I.2. One, Two, and Many Steps or States

Concepts from the classic and post-classic eras are
entwined. In Part I, concepts from the classic era are
described in detail, delineating the step of binding per se.
Concepts such as efficacy and partial agonism are also
introduced. These latter concepts were developed in the
transition period. Efficacy is related to conformational
change in protein molecules that function as receptive
units and effectors. Part II deals with the state of

conformational change in un-liganded receptive units.
A switch from one to two or more conformational states
for an un-liganded receptive unit was introduced and
expanded in the post-classic period.

Other terms for an initial classification of concepts
from the classic era could be processes with single-state
receptors or simple agonism and simple ant-agonism (cf.
title of Part I), while for the post-classic era terms such as
complex agonism and complex ant-agonism or two-state
processes within a receptive unit are dealt with in Part II.

Terms are tentatively tabulated in a somewhat dog-
matic manner in Table I.1 in an attempt to illuminate
the distinction between the two eras, their concepts, and
our terminology so far.

I.3. Synagic and Synagics

In this book, a dose-response relation will also be
referred to as a ‘synagic’ relation. The term synagic is
derived from the Greek substantive ‘synagogé’ meaning
concentration, meeting, or gathering. We know this
word from ‘synagogue’. The verb to concentrate is
‘synagein’. Instead of the somewhat cumbersome ‘syna-
gogic’ as an adjective, we abbreviate it to synagic. The
noun synagic signifies that concentration of a ligand is a
driving force and the independent variable, rather than
time as the independent variable. Note that synagic only
refers to dose-response relations at equilibrium and
steady-state (see Preface).

Time is a tacit independent variable in the adjectives
‘kinetic’ and ‘dynamic’. Therefore, throughout most of
the text, at equilibrium, synagic replaces kinetic and
dynamic. Incidentally, remember that ‘thermodynamics’

# 2008 N Bindslev. This book and all matter and items published therein are distributed under the terms of the Creative Commons Attribution-Noncommercial 3.0 Unported
License (http://creativecommons.org/licenses/by-nc/3.0/), permiting all non-commercial use, distribution, and reproduction in any medium, provided the original work is
properly cited.

1

DOI: 10.3402/bindslev.2008.2

http://creativecommons.org/licenses/by-nc/3.0/


most often refer to equilibrium situations, but not always
(Katchalsky & Curran 1965), and not necessarily to dose-
responses.

So, synagic and synagics are specific terms that stand
for concentration-occupancy and dose-responses at
equilibrium.

I.4. Equilibrium and its Formulation

This tome is about the use of theories in the analysis of
experimental dose-response data obtained at equili-
brium. For the analysis, equilibrium theories are ex-
pressed as equations, synagic equations.

The formulations of concentration-dependent equili-
bria are based on a conservation principle, which means
that the receptive units of interest, e.g., all activated
receptors or actual response (ar), are expressed as a
fraction of the total of all receptive units or total
response (TR). Thus, expressions such as ‘ar/TR� . . .’
will commonly appear. Formulations with ar/TR� . . .
are also known as ‘distribution equations’.

On equilibria, JBS Haldane wrote ‘‘The key to a
knowledge of enzymes is the study of reaction velocities,
not of equilibria’’ (Haldane 1930, p. 3), and, of course,
one cannot assess the order of events in kinetic schemes
by measurements at equilibrium (Fersht 1999, p. 125).
Nevertheless, the present book tries to disprove Hal-
dane’s statement, arguing that theoretical analysis of
concentration-dependent equilibria as well as time-
dependent velocities are key tools to our understanding
of transducing molecules and their function. In addi-
tion, since the emphasis of this book is on equilibria,
nearly all parts herein deal with dose-responses at
equilibrium, that is, synagics.

I.5. Binding versus Function

In dose-response studies it is paramount to realize what
type of experimental set-up is to be analyzed. When
embarking on an analysis of agonism or ant-agonism at
equilibrium, the first question to be answered is whether
the experiments are performed as a binding response of
a ligand against a change in concentration of the ligand,
or as a functional response by a ligand against a change

in concentration of the ligand. Recognition of the need
to discern between binding and functional experiments
is crucial (see, e.g., Sections 2.4.5, 2.4.6, and 2.4.12, and
Table 5.1 in Chapter 5). Obviously, just because there is
a conformational change when a ligand binds, this
conformational change is not necessarily the one which
activates the receptive unit for function. Meanwhile,
since theories on binding and function have many
overlapping and identical expressions (Sections 2.4.9
and 2.4.10), their analyses are easily confounded. For
this reason, they must be sharply separated at all times.
The very first question is, therefore, are your experi-
ments based on binding or on functional observations?

I.6. Reciprocity

Lately, a clear realization that conformational changes
also influence the binding-occupancy process has been
established. Thus, if binding of a ligand induces a
conformational change necessary for the functional
activity, then that conformational change will affect
the binding process. This mutual interaction is known

Table I.1. Periods and concepts developed for interaction between ligands and receptive units

Part in the book Era Agonism and ant-agonism Process in focus States for un-liganded receptive unit

Part I Classic Simple Occupancy Single-
Part II Post-classic Complex Conformation Two- or multi-

When the subject is complex agonism, all the tabulated adjectives of Part II may come into play. Note, that simple ant-agonism may involve two sites on the receptive
unit, as discussed in Part I Chapter 2, while mechanisms due to two states solely belong to the complex agonism and complex ant-agonism dealt with in Part II. Here,
‘states’ refer to the number of conformations for an un-liganded receptive unit.

Figure I.1. Associative semiotics . . . reciprocity? Geckoman#

1996. Benita Epstein, with permission.
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as reciprocity. Mechanistic reciprocity is a fundamental
principle in all physico-chemical processes, including
irreversible processes (Onsager 1931a,b). At equili-
brium, and also in non-equilibrium situations, so-called
cross-coefficients Lmn and Lnm are equal for m"n:

Lmn �Lnm (for m"n) (I:1)

when local entropy production is the sum of all
effects.1

The consequences of reciprocity for the interaction
between receptive molecules and ligand molecules

have been discussed eloquently in a seminal paper
(Colquhoun 1998). Colquhoun stated aptly that ‘‘If
binding affects activation, then activation must affect

binding’’. The reciprocity here is physical (Colquhoun
1987) and different from the associative reciprocity of

Fig. I.1. Examples of a tight survey of reciprocity and its
cross-coefficients for irreversible processes are given in
Katchalsky and Curran (1965) and DeLaage (1975), and

on ‘‘linked function’’ in hemoglobin by Wyman (1964)
and Wyman and Gill (1990).

1 Effect here is the product of flow and force. For more details on
cross-coefficients, see for instance Katchalsky and Curran (1965).
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1CHAPTER

Simple Agonism

Basic reaction schemes and their formulations are
derived in Chapter 1. The derived equations are referred
to as the ‘law of . . .’ due to their axiomatic nature.
Formulations are, of course, derived for both function
and binding reaction schemes.

In this chapter, we will also look at partial agonism,
receptor reserve, intrinsic activity, efficacy, and intrinsic
efficacy from the transition period. Then, very briefly, the
concept of ‘allostery’ will be touched upon, and the
chapter ends with concepts of spontaneous activity and
inverse agonism from late in the post-classic period. All
these concepts will be discussed more thoroughly later on.

To start with the easiest, let us approach a derivation
of equations for the interaction between a ligand and a
one-state receptive unit: so called simple agonism.

1.1. Derivation of Dose�response
Relationships

1.1.1. The Binding Proper of a Ligand to a
Receptive Unit

The pure-process-proper of binding a ligand to its
receptive unit is a chemical process theorized for
equilibrium, and subsequently proven in experiments
by Langmuir (1918) during World War I, from 1914 to
1918. The process is called ‘adsorption’ (Fig. 1.1). A
subsequent release of the ligand back into solution is
referred to as the desorption process.

What Langmuir showed was that single molecules
moving freely and arriving at a solid material with a
surface of receptive molecules would bind in a mono-
molecular layer at the exterior of the solid. Molecules in
this surface layer had binding capabilities different from
the underlying molecules of the solid. The extra forces
of the surface molecules, as they had ‘one side free’,
were the actual forces participating in the process of
adsorption. As soon as the freely moving molecules, the
ligands, passed the first monolayer of the solid, the

process became an entirely different one, requiring
conformational changes in the structure of the solid’s
material. This latter process was more of a physico-
chemical nature, and named ‘absorption’ (Fig. 1.2).
Temporarily forgetting about absorption, the process of
adsorption and desorption involves three entities, viz.
free ligand molecules, e.g., designated S, non-occupied
receptive units (R), and receptive units with occupied
sites bound by ligand (RS).

Since the adsorption process is a reversible one, there are
two processes going on at any time, R and S combining
to RS, and RS splitting into S and R. We may write these
two processes in a composite expression as:

R�S?RS

This is the simplest reaction scheme for an adsorp-
tion-desorption process.

1.1.2. Limited Number of Receptive Sites

In the above situation, the sum of all receptor conforma-
tions bound or unbound (Rtot) is equal to a fixed and
‘limited’ number. There will be a bombardment of a
‘finite’ number of receptive sites by ligand molecules with
varying intensities as the ligand concentration varies.

When the symbols R and RS represent concentrations
of the species R and RS, a ‘finite’ volume also means a
‘limited’ number of total Rs. Keep in mind as we go
along that the description assumes a ‘finite’ number of
receptive units, while the ligand source provisionally is
inexhaustible.

In the following sections, the history shall be summar-
ized from chemical mass action over equilibrium to the
Langmuirian adsorption isotherms, describing dose�
response relations for a ‘limited’ number of receptive
sites. The aim is to obtain expressions characterizing the
studied system, and allowing, for example, an assess-
ment of the ‘finite’ number of receptive sites, by
determining the number of bound ligands at varying
ligand concentrations. Purposely, ‘limited’ or ‘finite’

P
A

R
T

I
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numbers of receptive sites have now appeared 10 times
within about 25 lines of coherent text.

1.1.3. Reversibility of Chemical Reactions

Two hundred years ago, reversibility of chemical reac-
tions and ideas about chemical equilibria were venti-
lated by Claude Louis Berthollet in his Essai de Statique
Chimique (Berthollet 1803, pp. 1�67). In 1799, during a
trip to Egypt, Berthollet noticed chemical reversibility

while watching the effects of NaCl brine on deposits of
limestone (CaCO3) at the shores of salt lakes along the
Nile. High salt concentrations could reverse the process
of forming slaked lime. In passing, during his trip
together with Bonaparte’s campaign to Egypt, French
soldiers recovered the Rosetta Stone (RS) (Hagar
Rashid at Rosetta (el Rashid)). This
should remind us to read symbols and acronyms in
their right context.1

1.1.4. The Law of Mass Action (Loma)

Around the middle of the nineteenth century, especially
Wilhelmy (1850a, b), a German chemist known as the
father of kinetics, and two French chemists, Berthelot
and Péan de Saint-Gilles (1862a,b, 1863), helped estab-
lish the law of mass action, loma (see especially
Berthelot 1862). Loma states that the chemical produc-
tion rate is given by the product of concentrations of
reactants [S] and [R] times a parameter, to describe the
rate of that particular reaction, a so-called rate constant
(k). Thus, for the two processes, forward and backward
in reaction scheme S�R?RS given above, we have in
terms of loma, first for the forward reaction:

[R] �[S] �k1 �production rate of [RS]: (1:1)

The expression to the left of the equal sign in Eq. 1.1
is the rate of production of occupied receptive sites
(RS), given as the product of the concentrations of the
reactants R and S plus a rate constant, k1.

For the backward reaction we have:

[RS] �k�1 �production rate of [R]�[S]: (1:2)

This second equation gives the rate at which the
complex RS is dissolved, as the S molecule leaves the RS
receptor� ligand complex, and is expressed as the pro-
duct of concentration of RS and a rate constant (k�1) for
the rate of splitting. Equation 1.2 is another loma.

The squared parentheses [] indicate concentration.
Recall that concentration is mass per (units of volume). In
later formulations, squared parentheses will usually be
omitted from expressions of concentration. As already
mentioned, k1 is a rate constant, characteristic for the
adsorption process. The reaction rate constant k1 for the
formation of the complex RS is a parameter,2 and has
the dimension per (unit time �concentration). Rate constant
k�1 is another parameter characteristic of the desorp-
tion process of S leaving the RS complex. Parameter k�1

is a coefficient for the rate of splitting complex RS into

DIFFUSING MOLECULES solid

Figure 1.1. Adsorption. Diffusing molecules reach and bind to
the outer layer of the fabric.

DIFFUSING MOLECULES solid

Figure 1.2. Absorption. Diffusing molecules penetrate the
outer layer and interact with the fabric.

1 Recovery of the Rosetta Stone (RS) later gave the English an
opportunity to bring the stone ‘home’ and ‘forward’ to the public,
while many of the French soldiers and their progeny still remain in
Egypt. Their descendants now wonder how to bring the RS ‘backward’.
On occasions RS is just RS.
2 Recap that a ‘system constant’ is the same as a ‘parameter’.
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its constituents. Constant k�1 has the dimension
per (unit time). Given a limited amount of receptive
units, the time-dependent form of loma as an exponen-
tial-decay was also derived by Harcourt and Esson
(1866).

1.1.5. The Law of Chemical Equilibrium (Loce)

At equilibrium, the two processes of fusion and fission are
equally fast. From a rate of production point of view, at
equilibrium, we can now write that the rate of production
of RS, by combining R and S, is just as fast as the
elimination of RS over time, generating R and S. For
our reaction at equilibrium, we may write this statement
as:

[R] �[S] �k1 �[RS] �k�1: (1:3)

Eq. 1.3 is a slightly circumscribed and simplified
version of a G�W equation (Guldberg & Waage 1867).
Equation 1.3 may be termed loce.

1.1.6. Equilibrium Association and Dissociation
Constants

Omitting squared parentheses, Eq. 1.3 may be rewritten
to:

RS

R
�S �

k1

k�1

or
RS

R
�

S

k�1=k1

: (1:4)

This relationship for equilibrium was finally and firmly
formulated by the two Norwegian chemists Guldberg and
Waage (1867), equating k�1/k1 as a dissociation constant
Kd, with the dimension concentration. In the literature, Kd

is often designated Keq (e.g., Fell 1997).
Note that time as a variable has disappeared in

Eq. 1.4.
Eq. 1.4 states that the ratio between occupied recep-

tive sites (RS) and non-occupied receptive sites (R) is
equal to the ligand concentration (S) times the ratio of
association rate constant (k1) to dissociation rate con-
stant (k�1), that is: k1/k�1.

By GW convention: k1/k�1 is the so-called equilibrium
‘association’ constant Ka, and k�1/k1 is the equilibrium
‘dissociation’ constant Kd or Keq. Of course, in principle
it does not matter if you use Ka or Kd. The association
constant is also called an affinity constant,3 and has the
dimension of reciprocal concentration (1/concentration).

In the biological literature, more than fifty years ago it
was en vogue to use Ka, but today Kd is used most often.
One reason to use Kd is the dimension of Kd, which is

straightforward concentration. So, for instance, Kd is the
parameter which appears right away on the concentra-
tion axis in dose�response graphs (see later). In
chemical literature, the convention was (and still is) to
have the forward rate constant in the numerator, as in
the left half of Eq. 1.4, yielding Ka right away, that is:

RS

R
�S �

k1

k�1

[
RS

R
�S �Ka f�S=Kdg: (1:5)

As we shall see, this latter convention was also
followed by Langmuir, and contaminated the biological
literature to operate with Ka rather than Kd. Reading
older literature as well as advanced modern texts on
receptor synagics, the above mentioned shift in conven-
tion from Ka to Kd is worth keeping in mind. Later in
this book, as it becomes more complex, Kss is used for
Kd, Ass for Ka, and Kss and Ass are used interchangeably
as convenient. On the terminology for equilibrium
constants as Kss and Ass, see Box 2.1. in Chapter 2.

1.1.7. Rules of Regula Detri

Before proceeding with the development of dose�
response relationships, some simple arithmetic must
be introduced. In this book, nearly all the equations are
regula detri expressions (see Preface), the simplest form
of math after addition and subtraction. Fractional terms
or relative terms are expressed by regula detris (r.ds).
Here is one:

a

b
�

c

d
: (1:6)

Rules for this regula detri equation are presented in
Box 1.1.

Employing regula detri rule (r-d-r) 1a from Box 1.1:

a

b � a
�

c

d � c
; (1:7)

on the right-hand side of Eq. 1.4, and after inserting Kd

for k�1/k1 as in Eq. 1.5, we get:

RS

R � RS
�

S

Kd � S
: (1:8)

Here R�RS in the left-hand denominator is equal to
the total number of ‘limited’ receptive units, Rtot, (see
next section).

1.1.8. Langmuir’s Law of Adsorption and
Desorption (Load)

So far, the adsorptive process is saturable because there
is a ‘limited’ number of binding sites. The total sum of
all receptive sites is equal to all free receptor sites R plus

3 On the history of ‘affinity’, earlier known as ‘attraction’, see
Berthelot and Péan de Saint-Gilles (1862a,b, 1863), Guldberg and
Waage (1867, 1899a,b), Ostwald (1902, pp 1�198), and Partington
(1964, Vol 4, Chapter 18).
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all occupied receptor sites RS, equal to R�RS, and we
may write the following regula detri:

occupied receptive sites

all receptive sites
�

RS

R � RS
: (1:9)

This equation states that the fraction of occupied
binding sites to the total number of binding sites that
can be occupied is equal to bound receptive sites (RS)
divided by still free receptive sites (R) plus the bound
receptive sites (RS).

Combining Eqs. 1.8 and 1.9 yields:

occupied receptive sites

total receptive sites
�

S

Kd � S
: (1:10)

Equation 1.10 states that the fraction of receptors in
occupied form to all receptors is equal (directly propor-
tional) to the ligand concentration S, divided by the sum
of equilibrium dissociation constant Kd, plus ligand
concentration S. Eq. 1.10 is a well-known simple and
useful expression in order to determine Kd. The
maximal response one can expect is when all receptor
sites are occupied. This will happen at high concentra-
tions of ligand S. Both sides of the above equation then
become equal to 1. When S�Kd, half of all the sites are
occupied (cf. Eq. 1.10 and Fig. 1.3).

Replacing Kd with 1/Ka and total receptive sites
R�RS with Rtot, we can rewrite the last equation into:

occupied receptive sites�
Rtot � S � Ka

1 � S � Ka

; (1:11)

which is Langmuir’s equation for adsorption-desorption
expressed in our terminology. It is the law of adsorption-
desorption� load. Langmuir confirmed this theory with
experiments measuring adsorption of gas molecules to
various solid surfaces by varying the gas pressure
(Langmuir 1918).

Thus, the fraction of occupied binding sites in the
load is not a simple proportional function of the gas or
ligand concentration (see Eqs. 1.10 or 1.11 and Fig. 1.3),
while the loma in Eqs. 1.1 and 1.2 is a simple propor-
tional function of ligand concentration. In load, binding
is not proportional to the ligand concentration due to
the ‘limited’ number of total sites, Rtot. Moreover, loma
is also a time-dependent expression, which load is not.
Therefore, at any time, keep loma and load apart.

1.1.9. The Henri�Michaelis�Menten Equation
(HMM)

A few years before Langmuir published his adsorption
equation, Michaelis together with a colleague, Maud
Menten, published equations for enzymatic reactions
with an appearance analogous to Langmuir’s adsorption
equation, though Ka was presented with another con-
stant (Michaelis & Menten 1913). Furthermore, the
Michaelis and Menten (M?nM) equations deviate in two
fundamental aspects from that of the Langmuirian load.

(1) The M?nM equations are time-dependent
expressions of initial rates, eventually at steady
state, with a rate constant in the nominator,
which we will ignore for the moment.4

(2) Further, the association constant Ka of
the load equation is replaced in M?nM’s equation
with a dissociation constant that today is
signified with Km. At equilibrium, ignoring the
time-dependency, the M?nM concept
may be formulated as:

occupied receptive sites

total receptive sites
�

S

Km � S
: (1:12)

Observe, that the Kd in Eq. 1.10 is replaced by a Km in
Eq. 1.12.

In M?nM terminology, the Km was written as K. What is
the difference between Kd, Km, and K ?

Box 1.1. Regula detri rules (r-d-r)

Rules for the regula detri in Eq. 1.6

Rule 1a
a

b � a
�

c

d � c

Rule 1b
a

b � a
�

c

d � c

Rule 2a
a

b
�

c � a

d � b

Rule 2b
a

b
�

c � a

d � b

Try these regula detri rules for example with:
1

3
�

6

18

The regular detri rules are also valid after a rotation
of terms. An example: the above regula detri still
holds after a counter-clock rotation to:

6

1
�

18

3
This is not the case for a similar rotation of signifiers
between the Lacanian Master discourse and his
Analytical discourse (see Preface).

4 In Chapter 10 in Part III a more accurate expression will be given for
the M?nM equation, which was derived for steady-state situations and
initial velocities, while here merely presented in its equilibrium form.
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Binding a substrate to an enzyme resembles the
Langmurian adsorption process of gases binding to the
surface texture of solids. But, M?nM also included a step
for the conversion of the enzyme�substrate complex
(ES) into free enzyme (E) and a product (P) being
created with an additional rate constant (kp) with the
dimension of reciprocal time (1/time) and assumed
nearly irreversible (Fig. 1.4). Thus, focusing only on
loma for production rate, i.e., production of P per time
unit, we have:

[ES] �kp �[E]=(time)�[P]=(time): (1:13)

We note that dissolving the complex ES into free
E and P (Eq. 1.13), has the same form as loma
for a simple desorption process. Meanwhile, instead
of [RS] �k�1, as assumed in the Langmurian load,
M?nM have [ES] �(k�1�kp), indicating that ES
could split into either E�S with rate constant k�1

or into E�P with rate constant kp. Kd is equal to

k�1/k1 as usual, while Km (M’nM’s K) is equal to
(k�1�kp)/k1. However, when the desorption process is
much faster than the product formation process, i.e.,
assuming k�1>>kp, then Km simplifies to Kd, as also
formulated by Haldane (Briggs & Haldane 1925).
Detailed analyses of the fast equilibrium for enzymes,
k�1>>kp, are main topics in Segel’s book ‘‘Enzyme
Kinetics’’ (1975/93) as well as herein for additional
types of receptive units. Fast equilibrium is a tacit
assumption throughout the text.

Now we can formulate a product- and time-indepen-
dent form of the M?nM expression:

liganded enzymes�
Etot � S

Kd � S
: (1:14)

In Eq. 1.14, Etot is equal to ES�E and formally equal
to Rtot in Langmuir’s Eq. 1.11.

At the turn of the previous century, A.J. Brown (1902)
and H.T. Brown (Brown & Glindinning 1902), two
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Figure 1.3. A full and a fractional rectangular hyperbolic relationship. The insert graph demonstrates the full hyperbolic function.
The hyperbolic curve on the right-hand-side of the larger graph, which is a zoom-in of the insert graph, is defined for values of the
independent variable S]0. Parameter Kd is 1 (in arbitrary units) in both graphs. Thus, the hyperbolic curve for positive values of x
or S is a fraction of the full hyperbolic function. Synagics as simple agonism is described by the fractional hyperbolic relationship.
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English biochemists, and Henri (1903), a French

biochemist, worked with the enzymatic splitting of

saccharose (cane, caster, or table sugar) to D-glucose

and D-fructose by the enzyme invertase (succhrase).

Based on the work of the Browns and his own observa-

tions, Henri had already in 1902�1903 derived versions

of the time-dependent M?nM expressions (Henri 1903,

pp. 90�91). Yet, in spite of M?nM cited the works by

Brown and Henri, in 1930 Haldane pin-pointed that

Henri, Brown and others had already adumbrated the

M?nM formulation ten years earlier than M?nM (Hal-

dane 1930, p. 38; Segal 1959; Segel 1975, pp. 18�19). In

accordance with history, we will appropriately refer to

the expression in Eq. 1.14 as the HMM equation,

although here it is not in its time-dependent form as it

ought to be (see footnote 1 in Chapter 10).

1.1.10. Things are Not Necessarily so Simple

It may seem from the above that conformational

changes in receptors are only pertinent to functional

studies. In reality, however, binding of ligands to

biological receptors will also involve actively controlled

changes in the receptor affinity, equal to a ligand-

dependent change in Ka, i.e., a conformational change

in the receptor complex with ligand binding, changing

its own binding and controlled by the ligand�receptor

complex. Part of the phenomenon was referred to as

reciprocity in section I.6. This conformational change

may not necessarily mean activation of a function. We

shall come back to that later; for now, we will continue

with the impression that only a naı̈ve form of the

adsorption process is relevant for binding, while func-

tional measurements include both adsorption and

conformational induction-to or selection-of an activated

state of the receptive unit.

1.1.11. Summary of Laws

We can summarize the preceding sections by recapitu-
lating

(1) the Wilhelmy-Berthelot & Péan de Saint-Gilles law-
of-mass-action (loma)

[R] �[S] �k1 �production of [RS] and

[RS] �k�1 �production of [R]�[S] (1:1�2)

which are time-dependent expressions,5

(2) the Guldberg and Waage law-of-chemical-equili-
brium (loce)

[R] �[S] �k1 � [RS] �k1 where
k�1

k1

�Kd: (1:3�1:5)

For a system with a limited number of receptor sites,
Rtot�R�RS, we have

(3) the Langmuir law-of-adsorption-desorption (load)

RS�
Rtot � S � Ka

1 � S � Ka

�
Rtot � S

Kd � S
; (1:11a)

(4) and for enzymatic reactions with a potential
product, we have so far the time-independent form of
the Henri�Michaelis�Menten equation (HMM)

liganded enzymes�ES�
Etot � S

Km � S
; (1:14a)

in which the sum of receptive units (Etot), is also a finite
number (Section 1.1.2).

For a comparison of these four ‘‘laws-of . . . ’’, see
footnote 5. Compare load in Eq. 1.11b with HMM in
Eq. 1.14. This form of the HMM equation is equal to
the Langmuirian load equation when k�1>>kp, equal to
fast equilibrium.

enzyme + productenzyme-substrateenzyme + substrate
k1

k–1

kp

k1

k–1

k–1  +  kp

k1

kp

Km Km  =  Kd for k–1>>kp

Figure 1.4. The Michaelis-‘n-Menten reaction scheme for enzymes with catalytic product formation. The M’nM dissociation
constant Km is a parameter dependent on the sum of rate constant k�1 for the dissociation reaction: ES0E�S, and the rate
constant kp for the forward product formation: ES0E�P. In case of a fast rate constant k�1 compared with rate constant kp, the
M’nM dissociation constant Km reduces to the equilibrium dissociation constant Kd for the E�SXES reaction.

5 Note that loma is a time-related function. Under the right scope,
loce and the original HMM equations are also time-related
expressions, while the Langmurian load is independent of time.
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Rtot or Etot is the ceiling for every system with a limited
number of receptive sites.

The Langmurian load equation is the simplest form at
equilibrium for a dose�response relationship with a
limited number of receptive units. It is the equation
for receptive units occupied with ligands (RS) as a
function of the varying concentration of free ligand (S).
So, we have derived the dose-occupation relationship, or
more accurately, we have derived the simplest possible
dose�response relationship when at equilibrium for a
closed chemical or biological system, the simplest form of
synagics.

(5) Finally, the law-of-reciprocity according to Onsa-
ger, as described in section I.6, we may refer to as the
law-of-action-reaction (loar).

Loar states that phenomenological cross-coefficients
of the general form Lij are equal. Thus:

Lmn �Lnm (for m"n): (I:1)

1.1.12. Isotherms of Langmuir

In summing up, the presentation of Langmuir’s law-of-
adsorption-desorption, it should be recognized that the
derivation of the dose�response relationship is based on
changing chemical concentrations at constant tempera-
ture and constant pressure in a so-called closed system.
The original formulation by Langmuir, among others,
was based on varying gas pressures, only keeping
temperature constant � thus determining isotherms.
Although pressure is most often a constant during
biological experimentation, in spite of this, the dose�
response relationships in the form of load are often
referred to as Langmuir’s isotherms in biological
literature, hence ignoring the isobaric conditions.
Note also that even when at equilibrium, it is customary
to refer to dose�responses as related to the law of mass
action, loma. For a system at equilibrium, independent
of time and with a limited number of receptive sites, the

correct reference should rather be to the load (cf. last
paragraph of section 1.1.8).

1.1.13. Plotting and Analyzing Simple Synagic
Relationships. Parameters to be
Determined

With a suitable number of experimentally determined
values for pairs of RS and S, using non-linear fitting
routines, both Rtot and Ka are easily determined
(Chapter 9). The fitting requires a supplementation by
the researcher of a mathematical formulation for the
envisioned synagic scheme. At this stage, that formula-
tion is the Langmuir law-of-adsorption, load. In the
mathematical world, this type of expression is termed a
rectangular hyperbolic function and is presented in Fig.
1.3, as well as in Part III on Data Analyses (Figs. 8.1 and
10.1).

The load relationship has the unknown parameters
Rtot and Ka (Eq. 1.11). Rtot may be determined by
measuring the number of bound ligands as the con-
centration of ligands increases. At saturating concentra-
tions of ligands (S>>Kd), the occupied receptors are
equal to the total number of receptors (RS�Rtot). As RS
approaches Rtot in an asymptotic fashion, Rtot and Ka

may be obtained by non-linear fitting of the parameters
in the load equation to match data (Part III).

Non-linear fitting of parameters, such as Rtot and Ka,
has been made easy by modern computing, bringing
theory as close as possible to experimentally determined
data. Thus, unknown parameter values in the theory are
adjusted until the theory matches the experimental data
most closely. Before our supreme calculation capabilities
on PCs, it was customary to present data in a linearized
plot, such as that of Hanes, Lineweaver�Burk, or
Scatchard�Hofstee, and read the parameter values off
these plots. Due to power of lazy avant-garde, linearized
plots are still in use. It is one of the aims of this book to
advocate that synagic data, always, first be analyzed by
non-linear fitting and then, eventually, for example by
the Hofstee�Scatchard plot. The reasons are obvious.
Non-linear fitting is the most accurate method, and it
can always be used, no matter what the synagic scheme
might be. Linearized methods are inaccurate, forcing
researchers into short-cuts, and can often only be used
under certain restrictive assumptions. For instance,
Scatchard’ and Schild’ analyses are only for simple
agonism and simple competitive ant-agonism. These
assumptions are suffocating, tempting analysts to violate
them (see Chapters 8 and 11). Besides, the fact that the
non-linear fitting approach is more direct than linear-
ized methods, and, thus, with better statistics, it allows
for combining and integrating information obtained

Table 1.1. Five Derived Laws

Law of
Law acronym

(Eq. No.) Reference

Mass action Loma (1.1, 1.2) Wilhelmy (1850a, b)
Chemical equilibrium Loce (1.3�5) Guldberg and Waage

(1867)
Adsorption-desorption Load (1.11a) Langmuir (1918)
Henri�Michaelis�

Menten
HMM* (1.14a) Henri (1903), Michaelis

and Menten (1913)
Action-reaction Loar (I.1) Onsager’s reziprozi-

tätsbeziehung (1931)

*See section 10.1.1. for a discussion of the equilibrium versus non-equilibrium
version of the HMM.
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from experiment into the formulated equations. This
makes non-linear fitting superior to other methods in
analysis of synagic relationships. Non-linear fitting is a
meaningful analytical tool as it allows for any synagic
hypothesis to be evaluated intuitively.

I shall return to these postulates in Part III on Data
Analyses.

1.1.14. Intermezzo on Signal Transduction by
Conformational Induction or Selection

In functional studies, a signal such as a ligand, interacts
with a receptive entity and induces a conformational
change in the acceptor molecule. The conformational
change carries the signal through the receptor. This is
the concept of a classic transducing mechanism, where
the signal gets transformed from one type of physical
energy (the ligand concentration) to another type of
physical energy (the number of receptive molecules in a
certain activated state). Therefore, increasing the num-
ber of ligands may also increase the number of receptors
in an activated state.

The conformation, which carries the signal in the
receptive molecule, may be established spontaneously
without a bound ligand, while the signaling ligand just
stabilizes this conformation. Many researches in the
field of ligand-receptology now believe that the stabiliza-
tion of receptor conformation by ligands is the actual
means by which information is transmitted through
receptors, but it is debated (Kenakin 1996; Leff &
Scaramelli 1998; Gether 2000; Scaramelli & Leff 2002;
Hunyady et al. 2003; Giraldo 2004; Yao et al. 2006). As
we shall see later, at equilibrium and steady-state, the
question about change in conformation either by super-
iority of induction or of selection is irrelevant, as they
are both equally relevant. Kenakin has developed
the formulation of this problem over the last
20 years to a ‘‘continuum between the two alternatives,
conformational induction and conformational selec-
tion’’ (Kenakin 1986, 1996, 2006). An ensemble of
more or less active receptor states forming a complete
continuum is an alternative introduction to a similar
explanation for both conformational induction and
selection (Kenakin 1996; Lutz & Kenakin 1999, chapter
3; Kenakin & Onaran 2002).

But, the theme of conformational selection and
conformational induction of protein states is best
discussed after a presentation of constitutive activity in
mutant receptors and formulations of multi-states for
receptive units. The subject of conformational induction
and selection belongs to two-state modeling and, there-
fore, is only briefly touched upon here. Read more on
conformational induction versus conformational selec-
tion in sub-chapter 5.11.

Instead, we will now continue with two basic concepts
for pharmacology: ‘potency’ with relevance to affinity,
and ‘efficacy’ with relevance to response.

1.2. Affinity, Dissociation Constants, and
Potency

1.2.1. Affinity and the Apparent Affinity

Affinity is directly related to the binding process proper.
As we have seen in the preceding sections, the equili-
brium association constant (Ka) describes the condensa-
tion of a molecule with another receptive molecule, in a
strict sense. ‘Affinity’ of an adsorption process is another
term often used for the Ka.

Nevertheless, when we speak about affinity, we may
not mean Ka. Affinity is taken a bit more relaxed. To
indicate that we have not determined Ka in sensu strictu,
as is often the case for composite systems, instead we
tend to talk about apparent affinity or even apparent Ka. If
we use Kd instead of Ka, likewise we will speak about
apparent Kd. The dissociation constant determined in
binding or functional studies, where there is a feeling
that knowledge about the true concentration in the
systems is at hand, is also quoted as ‘‘effective concen-
tration 50’’�EC50. In functional studies, where knowl-
edge about the true concentration in the system is less
secure, the apparent dissociation constant may be
quoted as ‘‘effective dose 50’’�ED50. In experiments
with decaying saturation or response due to increase in
opposing ligands, the comparable constants are ‘‘in-
hibitory concentration 50’’�IC50 and ‘‘inhibitory dose
50’’�ID50 (Neubig et al. 2003).

1.2.2. Dissociation Constants and Free Energy
Change

There is more than one type of Gibbs free energy for
processes. Examples are the free energy change of a
reaction (DG), and the free energy change of activation
(DG%) (Fig. 1.5).

The equilibrium dissociation constant Keq or Kd is
related to the free energy change of reaction (DG) by a
formulation as: Kd’ is equal to exp((DG’�DG0’)/RT),
where DG0’ is the standard free energy change of the
reaction.6 At equilibrium, where DG’ equals zero, the
dissociation constant is equal to the standard free
energy. By convention, if DG is positive, the process is
said to be endergonic. It does not run spontaneously.

6 The apostrophe in the terms indicate that pH is sat at 7. Note, that
neither the DG nor the standard free energy DG0 are at equilibrium
when formulated with the equilibrium dissociation constant.
In RT, R is the gas constant (joule�mol�1 �kelvin�1) and T is the
temperature (kelvin).
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Conversely, if DG is negative, the process is exergonic, it
will run spontaneously. DG is determined by the
standard free energy and the actual concentrations of
reactants and products.

However, the equilibrium dissociation constant Kd is
not related to the free energy change of ‘activation’ (DG%)
for a reaction. DG% determines the rate of a reaction.
Enzymesalter thebarrierofGibbsfreeenergyofactivation,
i.e., the rate, but do not interfere with the free energy of
reaction or the dissociation constant (Fig. 1.5).

For further details on the relation between free energy
and equilibrium constants see, e.g., Nelson and Cox (2005,
pp. 490�495) or, in particular, Berg et al. (2002, pp. 194�
200; 2006, pp. 208�212). With the relation between free
energy change in a reaction DG and dissociation constant
Kd, it is possible to swiftly switch from equilibrium
dissociation constants measured in moles/volume to a
related free energy measured in joule/mol, representing
an energy at non-equilibrium concentrations.

1.2.3. Microscopic Reversibility and Detailed
Balance

The concepts of microscopic reversibility and detailed
balance are descriptions of an equal probability or

frequency in both directions for a two-state transition,
and thus again directly related to the dissociation
constant of reactions. As we shall see later for a two-
state system, this also means that at equilibrium only
three constants are necessary for a description instead of
four (Chapter 5).

In relation to an equilibrium and non-equilibrium
situation, the concept of ‘‘principles of microscopic
reversibility’’ (Tolman 1924) was for a microscopic level
and ‘‘detailed balance’’ was suggested for a macroscopic
level; and also invoked for irreversible situations (Onsa-
ger 1931a). Other definitions separating the two terms
have been proposed (Thomsen 1953). Walz and Caplan
(1988) provide a good description of the historic
development of the two concepts. Microscopic reversi-
bility and detailed balance are distinguished by some
authors, but can also be used interchangeably (Jackson
et al. 1993; Fersht 1999; Colquhoun et al. 2004).

1.2.4. Potency

Potency is a term for especially comparing mutual EC50s
between drugs in binding and functional studies (Fig.
1.6A). Potency is related to the ligand�concentration
axis, and is usually taken as a relative figure between
EC50s for ligands.

When the behavior of molecules are compared, we
operate with the term ‘potency’ of a ligand in a
particular process concerning either binding or elicited
function, both with the possibility of being either
stimulatory or inhibitory. Thus, in binding experiments,
out of several ligands, some bind better and have a
higher affinity, thus the potency to bind is higher than
for the other ligands. In functional studies, the EC50s are
based on 50% of the maximal effects the ligands elicit
(Fig. 1.6A).

When it comes to displacement and competition
between ligands for binding, by a range of ligands,
these ligands may have different potencies in their
ability to displace each other. Now the scaling of their
potency is based on the IC50s of the ligands (Fig. 1.6B).
In functional studies, it is the IC50 related to 50% of the
maximal effect ligands elicit, and a potency range can be
set up for a series of ligands. In both binding and
functional agonism, one is interested in the ability of a
drug from a series of ligands to either elicit a stimulatory
(agonistic) or an inhibitory (ant-agonistic) response in a
comparison with other drugs, and hence to insert the
drug in a potency range. The maximal response or total
binding may be the same, while the concentration
needed for half maximal effect or saturation can vary
between drugs (Fig. 1.6). Potency can also be related to
the doses of ligands. When operating with doses,
potency is based on the ED50s or ID50s between drugs
in either binding or functional studies (Fig. 1.6).

enzymewithout 21

21

2112

12

∆G‡

∆G0

∆G‡
∆G‡

∆G‡

∆G0

12e
21e

with enzyme

Figure 1.5. Two different Gibbs free energies. The difference
in energy between state 1 and 2 is the standard free energy
change of reaction (DG0

12). Between state 2 and 1, the
standard free energy change of reaction is �DG0

12 or DG0
21.

The energy barrier for bringing reactants or ligands from
condition 1 to 2 is equal to the free energy change of
activation DG%

12 without an enzyme, and DG%
12e with an

enzyme present. In addition, DG%
21 and DG%

21e are the activa-
tion energies for the reverse processes of bringing reactants
from condition 2 to 1. The activation energy may be lower
than the standard free energy change of reaction, which is
equal to RT �ln(Kd). The reaction energy is usually not related
to the activation energy (Berg et al. 2006, pp. 208�212).
Enzymes and transporter molecules change the activation
energy barrier � not the Gibbs standard free energy. This
picture can be applied to receptors being activated by ligands.
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1.2.5. Efficacy and Potency

Efficacy is defined in Sub-chapter 1.3. Efficacy is a
relative rated ability of a ligand among other ligands
to elicit a response in functional studies, and likewise in
occupancy studies.

Like potency, efficacy is a normalizing concept
comparing the maximal amplitude of effect between
ligands. Drugs in a series of compounds with similar
potencies, EC50s or IC50s, may display different maximal
effects (Fig. 1.7A, B).

Meanwhile, more often, both the efficacy and the
potency represent a range of different values for a series
of tested drugs (Fig. 1.8). A drug with high potency may
thus not have a maximum response as high as for
another drug with lower potency (Fig. 1.8; see also, e.g.,
Bourne & von Zastrov 2004, Fig. 2.15).

When compounds elicit a maximal response less than
the maximal response by the natural ligand for a receptive
unit, it is a partial agonist (or partial inverse agonist). On
the other hand, when a compound elicits a maximal
response above the maximal response of the natural
ligand, we are dealing with a super-agonist (Fig. 1.8).

1.3. Partial Agonists, Efficacy, and Spare
Receptors

From section 1.3.4. onwards, the concepts related to
efficacy, their meaning, and how concepts developed
are somewhat tough to grasp. The reader may, however,
skim through the text for later scrutiny and reference.

1.3.1. Partial Agonism

Drugs that do not elicit a maximal response, no matter
how high their concentration is raised, are characterized
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Figure 1.7. Efficacy of agonists and ant-agonists. (A) The
efficiency (maximum stimulatory effect) of agonist c is higher
than the efficiency of agonist b is higher than the efficiency of
agonist a in both occupancy and functional studies. The
maximal effect in a system is often defined by the efficiency
of endogenous ligands. (B) The efficiency (maximum inhibitory
effect) of ant-agonist (I-efficiency) c is higher than the I-
efficiency of ant-agonist b is higher than the I-efficiency of ant-
agonist a in both occupancy and functional studies.
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Figure 1.6. Potency of agonists and ant-agonists. (A) The
potency based on EC50 of agonist a is higher than the potency
of agonist b is higher than the potency of agonist c in both
binding and functional studies. (B) The potency based on IC50

of ant-agonist a is higher than the potency of ant-agonist b is
higher than the potency of ant-agonist c in both occupancy
and functional studies.
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as partial agonists (Fig. 1.9A).7 Thus, in a series of
homologous drugs, there will often be ligands that on
application give rise to a maximal obtainable response,
while others will fall short of producing such a maximal
response (Fig. 1.7).

Some ligands from a homologous series of compounds
might bind with equal affinity to 100% occupancy, and
still evoke a less than maximal response compared with
other ‘complete agonists’ from the series (Fig. 1.9A).8

When combining effects of a complete agonist with that
of a partial agonist, at high concentrations of the partial
agonist, there can be a total displacement of the
complete agonist resulting in a combined effect that
matches that of the partial agonist (Fig. 1.9B).

The pharmacological concepts of partial agonists,
spare receptors, and efficacy were developed in the
midst of the transition period by Ariëns (1954),
Furchgott (1955), Nickerson (1956), and Stephenson
(1956). Examples of effects of partial agonists are shown
in Fig. 1.10, and of receptor reserve in Fig. 1.11.

Actual insight into the mechanisms behind partial
agonism can be found in a paper by Colquhoun and
Sivilotti (2004). On partial agonism, see also Kenakin
(2004b, pp. 23�26).

In modern day drug therapies, the principle of
administering partial agonists has become an extremely
important issue, since adverse effects of overdoses may be
avoided (Lieberman 2004; Zablocki et al. 2004). Clinical benefits of partial agonists can be found in recent reviews

by Kurtz (2006) and Tonini and Pace (2006).

1.3.2. Partial Agonism and Occupancy Theory

A.J. Clark, the father of classical ‘occupation theory’ for
ligand�receptor interactions, together with Raventos
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Figure 1.8. Illustration of potency and efficacy. Dose�re-
sponse relations for five ligands a, b, c, d, and e activating
the same receptive unit. The potency range is a�b�c�d�e,
while the efficacy range is d�a�c�e�b. Compound b is a
partial agonist and drug d is a super-agonist.
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Figure 1.9. Theoretical dose�response relations of partial
agonism in simple synagics. (A) An example of occupancy
and function for a partial agonist as its concentration
increases. Binding may reach 100% (curve a), while function
only reaches 35%. Although the partial agonist saturates
receptive units 100%, the efficiency of activation compared
to that of a complete agonist is only partial (curve b). (B)
Combining the function of a complete agonist at a fixed
concentration yielding some 91% effect with a partial agonist
at increasing concentration results in curve ‘c’, which large
values of the partial agonist terminate at its maximal response
(35% efficiency), where occupancy for the partial agonist is
almost 100% and nearly zero for the complete agonist (not
shown). Curve b is the same as in (A). Values for parameters
were: Rmax�100, Kss�1, dissociation constant for partial
agonist Ksp�0.1, efficiency parameter for the partial agonist�
0.35, and the agonist concentration S’ fixed at 10. Circles
indicate the apparent half maximal response; in the combined
function curve c for the partial and complete agonists,
extracted by a quadratic equation.

7 A valid standard description of ideas about partial agonism and spare
receptors can be found in Taylor and Insel (1990, pp 74�88).
8 The term "complete agonist" is used instead of the more familiar
"full agonist", in order to save the predicate "full" for agonists in a
different situation (see Section 2.2.3). Readers who prefer the
convention can simply replace "complete" agonist with "full" agonist.
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studied drugs dose�response behavior on the contrac-
tion of heart ventricle and auricle and of rectus abdominus
muscle from frogs, including ant-agonists (Clark 1926a,b,
1933, 1937; Clark & Raventos 1937). Although some
drugs did not react in accordance with expectations
from simple load theory, still, Clark maintained that
the aberrant behavior could be resolved by a non-
mechanistic formulation, raising the drug concentration
to a power (n) different from 1, and thus implying that
more than one binding site on receptive units was
the cause of the aberrant behavior. Clark (1937) held
on to the idea that dose�responses were somehow
directly proportional (in the hyperbolic sense) to recep-
tor occupancy:

response8 load;

although he was well-aware of the limitations of the
suggested formulations (Clark 1937, p. 216).

1.3.3. Partial Agonists and Intrinsic Activity

In an attempt to give a mechanistic explanation for load-
deviant dose�response behavior observed with series of

drugs, Ariëns introduced the concept of ‘intrinsic
activity’, described as a (Ariëns 1954; Ariëns & de Groot
1954; Ariëns & Simonis 1954; Ariëns et al. 1955; Ariëns
1966). Thus, dose�responses were expressed as a simple
product of intrinsic activity (a) and occupancy:

ar=TR�a �
S=Ks

1 � S=Ks

�a �load; (1:15)

where ar is the actual response, TR, the total response, S,
the agonist concentration, and Ks, the equilibrium
dissociation constant.

With this equation, Ariëns and co-workers could
define partial agonists as compounds with an intrinsic
activity aB1 and classify drugs: full agonists a�1, partial
agonists 0BaB1, and ant-agonists a�0 (Fig. 1.7). They
termed the partial agonists ‘dualists’. The type of Eq.
1.15 also gave room for a separation of occupancy and
receptor activation, and thereby tempted experimenters
to resolve and separate adsorption-affinity from activity-
conformational-change based on research data.

Figure 1.10. Some effects of partial agonism. (A) Examples of functional combination curves for a partial and a complete
agonists when varying either the concentration of the partial agonist as independent variable, left panel, or the concentration of
the complete agonist as independent variable, right panel. From Ariëns and de Groot (1954, Figs. 5 and 6; Ariëns et al. 1964,
Figs. 25 and 26). (B) Theoretical curves describing the situation in (A). Taken from Ariëns et al. (1956, Figs. 7 and 8; Ariëns et al.
1964, Figs. 23 and 24). All figures reproduced with permission.
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1.3.4. ‘Stimulus’, ‘Efficacy’ and Partial Agonism ad
modum Stephenson

For a modern understanding of the term efficacy, see
Section 1.3.7 (Bourne & Zastrov 2004, pp. 11�33;
Kenakin 2004b, p. 11).

The aberrant behavior away from simple load theory
of dose�response contraction in frog heart (Clark
1937), was re-examined by Stephenson (ST) (1956) on
the contraction of guinea-pig ileum by a homologous
series of alkyltrimethyl-ammonium salts with the pur-
pose of better understanding partial agonism and
receptor reserve (Fig. 1.12A) (Stephenson’s Fig. 1,
1956), compare with Figs. 1.7A, 1.8, and Fig 11.

Based on his studies and with the purpose of provid-

ing his observations with a mechanistic interpretation,

Stephenson broadened the occupancy theory by giving

the following hypotheses (rephased by me):

(1) agonists may produce a maximal effect when
only a small proportion of receptive units are
occupied � meaning an inclusion of spare recep-
tors.

(2) A response may not be linearly proportional
to occupancy of receptive units, i.e., not
proportional to load.

(3) Drugs have varying capacities to initiate a
response, thus drugs occupy different

Figure 1.11. Examples of a receptor reserve and no receptor reserve. (A) Increasing concentration of Dibenamine (DB)
eliminates more and more receptors and displaces dose-response curves for adrenergic effect to lower levels indicating no
receptor reserve. From Furchgott (1955, Fig. 2). Contrary to the observations in panel A, with parasympathomimetic agonist
HFMe3 in panel B (Ariëns et al. 1960, Fig. 6a) and parasympathomimetic agonist MeFMe3 in panel C (vanRossum and Ariëns
1962, Fig. 10c), Dibenamine, 40 mM, displaces the dose-response curves to the right by a factor up to 10. Especially dose-
response curves with HFMe3 in panel B indicate a large receptor reserve of about 90%. With Hfur as agonist in panel C (from
vanRossum & Ariëns 1962, Fig. 10a), Dibenamine inhibition showed no receptor reserve. Dibenamine chemistry and irreversible
elimination of reactive receptors was originally demonstrated by Nickerson and coworkers (Nickerson & Goldman 1947; Harvey
& Nickerson 1954). Figures reproduced with permission.
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proportions of receptive units when producing
equal response. This relative property is the efficacy
of the drug (ST’s Fig. 1), shown in Fig. 1.12A.

In order to formulate his hypotheses, Stephenson
presented two relationships. One for the actual
response (ar) as a function of a stimulus (St), a St-ar
relation:

ar�f (St); (1:16)

and another for the stimulus St equal to the product of
an efficacy constant e and of occupation given as load,
an e � load-St relationship. Thus:

St�e �
S=Ks

1 � S=Ks

: (1:17)

Equation 1.16 explains Stephenson’s hypothesis 2, in
that the function of f() is not necessarily a linear
proportionality between response and stimulus. How-
ever, observe that Stephenson never presented a for-
mula for his function f(St).

Meanwhile, interestingly, without an explicit formu-
lation, Stephenson (1956) circumvents this lack of an
equation by adopting, what he calls, a convention, viz.
when stimulus St�1, then the response is equal to
50%. Based on this convention, Stephenson concludes
that a drug, which at high concentration occupies all
the receptors, load�1, and only reaches an actual
response at 50% of maximum, must have an efficacy�
1 � while Eq. 1.16 holds (Stephenson 1956). Thus, in
reality, Stephenson’s efficacy is both his efficacy
constant e, and an efficacy equal to f(e).9

Explicitly stated, Stephenson’s e is not efficacy; e is an
efficacy constant included in an equation of efficacy that
was never formulated, except in a general form as
efficacy� f(e).

We may note that in the second equation by Stephen-
son (Eq. 1.17), there is an identity with Ariëns’
formulation of intrinsic activity (Eq. 1.15). That is, e in
Eq. 1.17 seems to have the same significance as a in Eq.
1.15. But the point is that the f(e) is not defined, so
efficacy constant e and intrinsic activity constant a are
not necessarily the same. And they are not the same, as
specified by Stephenson (1956) and later corroborated
by van Rossum (1966). Intrinsic activity yields plots as
in Fig. 1.7A, while ST knew that his dose�responses
followed a pattern as in Fig. 1.12.

However, there is an understandable temptation to
combine Eqs. 1.16 and 1.17, and forget about f(), which
leads to the equation by Ariëns (Eq. 1.15). A temptation
that has been purported since Stephenson did not
resolve the f(e) mystery. According to Colquhoun, this
is ‘Stephenson’s short’ (Colquhoun 1998). The tricky
subject on efficacy is analyzed further in the following
sections and in Sub-chapter 5.6.

Figure 1.12. From Stephenson’s dose�response experiments
with a series of C2 through C10 alkyl-trimethylammonium ions
on smooth muscle contraction in guinea pig ileum. (A)
Experimental concentration-effect curves. (B) Theoretical
concentration-effect curves with varying efficacy constant e
from 0.5 to 1000. Observe, it is not the efficacy that varies
between 0.5 and 1000, as indicated in the figure legend it is
the efficacy coefficient e. The distinction is crucial. Repro-
duced from Stephenson (1956, Figs. 1 and 9) with permission.

9 Stephenson did not differentiate clearly between the relative
property (relative response) as ‘‘efficacy’’ and ‘‘efficacy’’ as an
efficacy constant, e. Furthermore, to add to the confusion about
Stephenson’s ‘‘efficacy’’, Stephenson unsuitably formulated his
stimulus as a product of the load function and the efficacy constant e.
See Eq. 1.17. Rather, Stephenson’s stimulus should be formulated as a
function of e and load, i.e., St� f(e, load), or explicitly as St�(e �S/Kss)/
(1�S/Kss� e �S/Kss), see Chapter 5.
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1.3.5. Formulation of the Right Efficacy

In the early part of the transition period (1945�1965),
the literature especially on enzyme conditions was full of
attempts to explicitly formulate the conformational
transition for receptive units from a reactive state to an
active state in the liganded condition (Tonomyra et al.
1952; Botts & Morales 1953; Watanabe et al. 1953; Blum
1955; Botts 1958).

For the simplest possible reaction scheme including
both binding and activation, we may take the reaction
scheme suggested by delCastillo and Katz (dC&K)
(1957). Their reaction scheme states that:

R�SX
Ks

RSX
L?

RS;

with a dissociation constant Ks in the left reaction and an
isomerization constant L? in the right reaction. Using the
conservation (distribution) principle for a formulation of
the fractional response for this two-step reaction yields:

ar=TR�
L? � S=Ks

1 � S=Ks � L? � S=Ks

: (1:18)

The formulation in Eq. 1.18, including an isomeriza-
tion constant L?, exactly covers the intentions behind the
efficacy, as contemplated and tinkered with by Stephen-
son. Thus, Eq. 1.18 is the formulation Stephenson was
seeking. Compare Fig. 9 in Stephenson (1956), Fig.
1.12B, with Fig. 5.6 in Chapter 5 for the delCastillo &
Katz regime (dC&K 1957) and the efficacy constant e and
the isomerization constant L? sum out to be the same, and
both are intrinsic or microscopic constants. They are
inseparable from their pertinent affinity constants, and,
therefore, they cannot be resolved experimentally (Col-
quhoun 1998; Colquhoun et al. 2004). As already men-
tioned, see Sub-chapter 5.6 for more details on this issue.

It is often forgotten that already a year before
Stephenson’s famous paper, Furchgott (1955) formu-
lated an embedded load function for partial agonism,
which presents the exact same kind of formulation as in
Eq. 1.18 (see further in Section 1.3.6).10

1.3.6. Attempts to Resolve the True Efficacy

The efficacy concept has been defined and re-defined
many times since its introduction in the transition era.

Equations have been set up to tackle the swap from
stimulus St to response by using efficacy as a simple
multiplier, e �occupancy in Eq. 1.17, to an efficacy with
the characteristics as understood by Stephenson, such
that at high ligand concentrations for e�1, the

response�50% of maximum (Stephenson 1956), which
is satisfied by Eq. 1.18. Inserting 1 for L? in Eq. 1.18
yields 50% response at high values of [S].

By embedding a hyperbolic expression for stimulus to
effect-coupling within a hyperbolic expression for the
concentration to occupancy-coupling, Black and Leff
derive a so-called operational model (Black & Leff 1983;
Kenakin 2004). In this book, I have chosen to call their
model an embedded model, since the operational model is
based on embedding terms of load (see Sub-chapter
5.10). The Black and Leff embedded model (B&L model)
results in an expression near-identical to the formulation
of the dC&K model in Eq. 1.18. The dC&K model has
three system constants (see Chapter 5), while the B&L
models has four (Sections 5.10.1 and 5.10.2). Further, the
reaction scheme for the B&L model has a different
meaning to that of the dC&K model. So, the derivation
of the embedded (operational) model is the dC&K
mechanistic model created through a mathematical
b(l)ack door. Thus, a so-called transducer ratio from
Black and Leff’s model, t, fulfills the function of an
efficacy constant at face value, just like L’ from the dC&K
model. However, the transducer ratio has no physical
meaning, unless it is claimed to be identical to L’. This was
not done in 1983 by Black and Leff. On the contrary, Black
and Leff (1983) unfortunately failed to see a difference
between a dC&K model and the Ariëns model for intrinsic
activity (Ariëns 1954), as well as the similarity between a
dC&K model and their own simple operational model. As
already stated, we know now, that the simple dC&K model
is exactly what Stephenson was unable to formulate
mathematically, and that L’ from the dC&K model is
identical to Stephenson’s efficacy constant.

We shall return to the similarity between dC&K and
B&L in Chapter 5, where the prerequisites presented
makes it easier to discuss the issue for a clearer under-
standing.

The literature on partial agonism and efficacy is
somewhat unmanageable. In an attempt to bring some
order into the many statements and texts on the
subjects, a summary as in Table 1.2 with comments in
Box 1.2, might be helpful.

1.3.7. Recent Definitions of Efficacy

The concept of efficacy is demonstrated in Figs. 1.7, 1.8,
and 1.12.

With the contemporary understanding, receptive units
exist in a continuum of alternating conformations that
may be represented as conformational topography maps
in energy landscapes or represented by discontinuous
receptor ensembles of distinct conformations (Onaran &
Costa 1997; Kenakin & Onaran 2002). The understand-
ing of ‘efficacy’ when related to conformational change
or isomerization obviously have become somewhat more

10 On embedded load functions, see the operational model of Black
and Leff (1983) described here in Section 1.3.6., and in Chapter 5. On
principles of embedded load, see Paton and Rothschild (1965); ‘‘a
load in a load is a load’’.
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of a concept than a measurable reality. It is informative to
follow how Kenakin has developed the efficacy concept
over the last 25 years (Kenakin 1982, 1984, 1985, 1988,
1990, 1994, 1995a,b, 1999, 2002a,b, 2004a,b, 2005a,c,
2006; Weiss et al. 1996c; Lutz & Kenakin 1999, chapter 3;
Kenakin & Onaran 2002). The complementarity or
uncertainty principle staged.

Although Stephenson never formulated efficacy me-
chanistically in an equation, his original understanding
of the term efficacy is still valid: ‘‘drugs have varying
capacities to initiate a response. This relative propensity
is the efficacy of the drug’’. ST’s definition means that
only when you compare between the amplitude of drug-
effects on a receptive unit or the magnitude of drug-
binding to a receptive unit can you speak about efficacy
of a certain drug, much the same way as with the
concept of potency. You can only speak about potency of
a certain ligand when you compare between drugs,
metabolites, or transportees, the amount of each ligand
needed for identical response, i.e., concentration
needed to obtain a certain level of binding, or more
correctly, a certain level of response (Section 1.2.3).
While potency is a relative measure on the concentra-
tion scale, efficacy is a relative measure on the response
scale. Neither efficacy nor potency can be discussed as
absolute values, and because efficacy is relative, the term
‘‘relative efficacy’’ is a pleonasm.

1.3.8. Conclusions about Efficacy

We can summarize that the easiest way to formulate
efficacy, both conceptually and technically, is to employ
the dC&K reaction scheme and its functional formula-
tion (see Eqs. 1.18 or 5.10). Thus, efficacy and isomer-
ization are homologous concepts � in a stricter sense it

is the relative ability to make a conformational change
that is functional. Efficacy is a relative concept. Compar-
isons and conclusions on models of efficacy, including
those of Furchgott, Stephenson, delCastillo and Katz,
and Black and Leff, are summarized in Box 1.3.

1.3.9. Efficacy. The Katz-Thesleff Reaction
Scheme

When we come to the so-called K&T scheme in
Chapter 5 (Katz & Thesleff 1957), which is a cyclic
and symmetrical reaction scheme, the ordered reaction
of the dC&K model disappears, and simultaneously L’
and Ks become completely interdependent. They are
microscopic constants which cannot be separated (see
Sub-chapters 5.6�5.10) (Walz & Caplan 1988; Fersht
1999, pp. 93�94). Congruent with load, which is for
adsorption, the K&T reaction scheme may be said to be
a scheme for absorption involving a conformational
change, although this conformational change may not
necessarily lead to an activation. The idea of congruency
is a reference to Langmuir’ differentiation between
adsorption and absorption in Section 1.1.1 (Langmuir
1918).

The real question is, are the formulated adsorption
and absorption processes also processes in nature? An
answer may materialize after reading to and through
Chapter 15.

1.3.10. Receptor Reserve

The notion of spare receptors was never recorded by the
father of pharmacology, AJ Clark (1937). Subsequently,
the existence of spare receptors has been demonstrated
again and again. Examples of a receptor reserve and the

Table 1.2. Examples on partial agonism and parameterization of efficacy

Reference on efficacy formulation and comment # Formulation type Efficacy constant L? Equation No. in reference

Furchgott (1955) (1) e-l a(R T)/KR 10
Stephenson (1956) (2) f(e �load) or just f(e) e No equation
Furchgott (1966) (3) e-l f(e)£ 9
Black and Leff (1983) (4) e-l (dC&K) t�R0/KE 5
Ehlert (1988) (5) Null-method o and o? 17
Venter (1997) (6) Ariëns e$ 1
Colquhoun (1998) dC&K E Scheme 1
Christopoulos and El-Fakahany (1999) (7) e-l oA �R T/b$ 3
Clark et al. (1999) e-l o �R T/(o �R T�a)§ 1 Box 1
Present text (8) dC&K (1957) L’ 1.18�5.10

(1) Partial agonism formulated by embedded load (e-l, the simple operational model), (2) by null-method and partially ignoring ‘function of’, (3) by method of Ariëns,
or (4) by conservation equation based on the delCastillo & Katz scheme (dC&K).
#Comments 1 to 8 are listed in Box 1.2.
$Here e is not an efficacy constant, but an intrinsic activity constant similar to Ariëns’ a.
£e is Furchgott’s intrinsic efficacy relating efficacy to the single receptive unit.
$ The b coefficient inspired by Kenakin and Beck (1982) is a so-called fitting parameter.
§The expression is termed intrinsic activity and is a transformation of the intrinsic efficacy e according to Furchgott (1966). In the expression, a is a so-called
hyperbola-defining parameter. It can be shown that o �RT/a is equal to L?. Meanwhile, the Clark et al. (1999) expression is not an explicit transformation from the
Stephenson to the del Castillo and Katz expression (Subchapter 5.6). Additionally, the exact mechanistic meaning of a is not totally obvious, although it may be
compared to the off-rate constant k�1 in the Cassell�Selinger scheme for G protein turn-over of GDP/GTP/GDP (Cassel & Selinger 1976; Tolkovsky & Levitzki 1981;
Whaley et al. 1994; Clark et al. 1999).
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lack of it are shown in Figs. 1.11 and 1.13. As mentioned
in Section 1.3.1, several reports found a non-hyperbolic
relationship between occupancy and response in func-
tional studies of ligand�receptor interactions, indicat-
ing spare receptors. With spare receptors present, not
all receptors have to be activated to obtain a maximal
response (see especially Fig. 1.11B). One explanation
for the rationale of a receptor reserve is that it increases
ligand sensitivity (Ford & Evavold 2004).

The amount of spare receptors is built into the
efficacy concept, and it is hidden behind the parameter
e or L’. Compare a figure with changing receptor reserve
(Fig. 1.11B), with a figure with changing e (Fig. 1.12B),
or a changing L’ based on the dC&K formulation (Fig.
5.2). Changing the efficacy constant e or L’, and there-
fore the efficacy, nicely follows a changing receptor
reserve.

From these considerations and by reducing the spare
receptors to a minimum, it seems that it would be possible
to estimate the isomerization (efficacy) constant L’.
Meanwhile, the position of dose�response profiles on
the concentration axis are also dependent on the system’s
dissociation constant Ks. Of course, if only Ariëns’
intrinsic activity constant a is considered in the theory,
the amplitude of dose�response curves on the response
axis is directly proportional with a (Fig. 1.7). Meanwhile,
the concept of intrinsic activity does not satisfy the
experimental observations (Fig. 1.12A). Therefore,
the system constant a will not be able to elucidate the
discrepancy. The amount of spare receptors is not built
into the fractional intrinsic activity, i.e., parameter a.

Spare receptors or varying efficacy between ligands
in functional studies will result in a discrepancy bet-
ween the theoretical dissociation constant for agonists,

Box 1.2. Comments 0 to 8 on symbols in Table 1.2.

(0) General comment. Efficacy is when the function f() has operated on efficacy constant e, f(e, load). The symbol
f(e) is a brief notation for f(e, load)�the real efficacy expression. Stephenson confused this by also writing
f(e � load). Now the parameter e in itself is almost comparable to the Ariëns ‘‘intrinsic activity’’ (a). The mixing
of f(e � load) for f(e, load) has caused a lot of problems (see Section 1.3.6).

(1) a(R T)/KR. The term a(R T) is the fraction of total receptors (R T) that are activatable. KR�kr/kc, where kr is a
relaxation rate constant and kc is a rate constant dependent on several factors, including energy immediately
available for contraction. In fact, KR is a reciprocal isomerization constant as well as a reciprocal efficacy
constant.

(2)The real term for Stephenson’ efficacy f(e) is often mistaken by e. The two were confounded in Stephenson’s
definition of ‘efficacy’ and his use of ‘efficacy’ for the efficacy constant e. Furchgott (1966) makes explicit that
f(e) is related to response� f(St)�St/(1�St), as also demonstrated in Stephenson’s Fig. 8 (1956).

(3) f(e), Furchgott has accepted the Stephenson concept of ‘efficacy’. With hindsight, this ‘intrinsic efficacy’
should rather be termed ‘fractional intrinsic activity’.

(4) t�R0/KE. t is a so-called transducer ratio. Compare KE with Furchgott’s KR (see comment 1).
(5) By taking the meaning of ‘function of’ as independent of an allosteric modulator and employing a null-

method, Ehlert (1988, 2005) derives an expression for the relation between agonist concentration in the
presence and absence of an ‘allosteric modulator’. The exercises can yield the equilibrium dissociation
constant for an interventor ligand and a so-called interventor constant in certain situations, as Ehlert’s
exercise actually belongs to binding and function for interventors treated in Chapter 2. Meanwhile,
the procedures nicely illustrate the problems generated by Stephenson’s approach and Schild’s null-
method.

(6) Venter’s use of e as efficacy is misleading. It is a mismatch of e for a. See general comment 0 and comment 2.
(7) eA �R T/b. eA has been termed ‘intrinsic efficacy’ with a dimension of reciprocal concentration. Here, the eA �

R T is also designated e. See the general comment 0. Coefficient e here is related to Ariëns’ intrinsic activity,
not real efficacy, while the parameter b is related to efficacy and may be compared with Furchgott’ KR. The
authors call b a fitting parameter inspired by Kenakin and Beck (1982). They further claim that ‘spare
receptors’ ought to be replaced by ‘non-linear stimulus response coupling’. My suggestion is that spare
receptors ought to be treated as a separate reality. For instance, spare receptors are equal to total receptors
(R T) minus a fraction of total receptors, a �R T, � R T �(1�a).

(8) The efficacy constants in column 3 of Table 1.2 have different expressions and are sometimes referred to as
intrinsic efficacy constants (see Furchgott 1966, Ehlert 1988, and comment 3 above). Some of the listed
expressions for efficacy are correctly formulated based on a function of ‘f ’ operating at the efficacy constant
or intrinsic efficacy constant as well as the occupancy y. Thus, f(1/KR, y)� f(e, y)� f(1/KE, y)� f(1/b, y)�
f(E, y)� f(L’, y) are all expressions for efficacy.
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Kss, and their experimentally determined effective con-
centration at 50% response�EC50 (Figs. 1.11 and
1.12). The phenomenon of spare receptors is also
illustrated by the discussion of a functional equivalent of
Cheng�Prusoff’s equation (see Chapter 4).

1.4. The Post-classic Era. Allostery and
Two-state Models

Ideas about conformational changes induced by ligand
binding in receptive units of protein nature were dis-
cussed at length from early on in the 20th century,
physically first demonstrated for hemoglobin binding
oxygen by Harowitz (1938), and clearly formulated by
Wyman and Allen (1951) for oxygen binding to hemoglo-
bin (see also Edsall 1980; Perutz 1990, the Preface).

1.4.1. Allostery

The term ‘allosteric’ was introduced by Monod�Jacob in

1961 in connection with an explanation for the complex

kinetic behavior of enzymes, as well as for the binding of

oxygen to hemoglobin deviating from the HMM equa-

tion (Monod & Jacob 1961; Monod et al. 1963, 1965).

Allostery meant: (1) several independent homologous

subunits (protomers) of protein molecules are present,

(2) all subunits flip to a new conformation in a single

step, that is, in a concerted fashion, and (3) binding

affinity to each protomer is also changed simultaneously

with the conformational change, while staying the same

as ligands bind from protomer to protomer.
Due to this particular change in all dissociation con-

stants at the same time, the model by Monod, Wyman,

and Changeux is a ‘concerted’ model.

Box 1.3. Conclusions about Stephenson’s efficacy expressed in the dC&K model

(a) The L’ constant of the delCastillo and Katz scheme (dC&K, 1957) in Chapter 5 covers what Stephenson
meant by his ‘efficacy’ as efficacy constant e. Thus, f(e)� f(L’).

(b) Furchgott was the first to equate efficacy by employing an embedded load formulation (Furchgott 1955).
(c) Stephenson in the 1956 paper defined efficacy but never gave an explicit expression for this efficacy.
(d) Black and Leff (1983) failed to observed the parallelism between embedded load representing efficacy and

the distribution equation for iso-merization in the dC&K model, which they explicitly refer to.
(e) It is a clue to note that both embedded load and the dC&K principle are based on an idea of ordered

reaction � first binding then activation. Therefore, altering the efficacy constant or the isomerization
constant affects the apparent dissociation constant, while altering the dissociation constant has no effect on
apparent maximal efficacy, appL’�1/(1�1/L’) (see Section 5.3.8).

(f) That spare receptors exist and may as well be absent has been demonstrated by alkylating agents in many
studies (Furchgott 1955 (Fig. 1.11A); Nickerson 1956; Stephenson 1956; van Rossum & Ariëns 1960 (Fig.
1.11B); Eglen et al. 1994; Ford & Evavold 2004; Winding (Fig. 1.13)).

(g) Compared with the embedded (operational) model (Black & Leff 1983), the dC&K model has one drawback,
it does not discuss possible receptor reserves. The embedded model discusses such a receptor reserve.
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Figure 1.13. Two examples of no receptor reserve in tracheal epithelium. The alkylating reagent 4-DAMP mustard was used in
increasing nano-molar concentration as indicated on the curves to eliminate functional muscarinic receptors stimulated by
pilocarpine in hen tracheal epithelium. Pilocarpine maximal effect starts to drop already at the lowest dose of 4-DAMP. The
function is measured as short circuit current, Isc, in microamps per square cm (Courtesy of dr. Winding, unpublished).

22 Part I: One-state Models: Simple Agonism and Ant-agonism



1.4.2. The Monod-Wyman-Changeux Model
(MWC)

The mechanistic reaction scheme by Monod et al.
(1965) offered an explanation for the phenomenon
called positive co-operativity � the term describing a
behavior where the dose-occupancy relationship for a
single type of ligand rises in a steeper fashion than that
expected for the simple relationship of a synagic load-
type reaction. The binding is steeper than anticipated.
Thus, allostery had a rather specific meaning and
related directly to conformational changes in multi-
meric proteins.11

Meanwhile, the pivotal characteristics of the MWC
model is its explicit formulation of an un-liganded
receptive unit in two states (Table I.1). This means that
a conformational change must take place ‘before’ a
ligand is bound. This is contrary to the dC&K scheme
where binding of a ligand precedes a conformational
change, which was also a possibility in a model by
Koshland et al. (1966). Reaction schemes claimed to
be MWC models are often presented, while violating the
requirement of only permitting un-liganded flipping
(Eigen 1968, Fig. 11; Laidler & Bunting 1973, Fig. 11.8;
Dixon & Webb 1979, Fig VIII.31; Fell 1997, Fig. 3.11).

In modeling, allostery is a mechanistic model with two
un-liganded states of the receptive unit (see Chapters 14
and 15 for details).

1.4.3. The Koshland-Nemethy-Filmer (KNF) or
Sequential Model

Since the original allostery model did not explain
negative co-operativity, which had also been observed
experimentally as a more shallow dose�response rela-
tionship than expected from simple load, Koshland
et al. (1966) introduced their sequential model for
allostery with a differently imagined sequence for a
conformational change. Here each subunit may un-
dergo individual structural changes according to a
certain order, induced by the consecutive binding of
ligands. As mentioned for the KNF model, binding may
‘precede’ a conformational change (Fig. 1.14) (Eigen
1967). As noted by Eigen, in a sequential model for
a four-subunit entity, the total number of possible
conformations is 44, all with related rate constants or
dissociation constant. Thus, a pretty difficult scheme.
Details on KNF are presented in Chapter 15.

1.4.4. The Present State of Allostery

So far, attempts to directly demonstrate the conforma-
tional changes in enzymes, in transport proteins or
receptor molecules have come from X-ray diffraction
(XRD), electron crystallography, and atomic force micro-
scopy (AFM) (Stahlberg et al. 2002), and energy transfer
measured by resonance between fluorescence probes
(FRET), originally introduced for measurements of
plasma membrane viscosity (Schnitsky & Inbar 1974),
and developed to measure conformational changes in,
for instance, channels and co-transporters (Wright et al.
1981; Peerce & Wright 1984), and later also in G protein-
coupled receptors (GPCRs) (Gether 2000), as well as
between GPCRs and G proteins (Oldham et al. 2006).

Although many receptive players are both dimeric as
well as multimeric (Hermans 2003; Hogg et al. 2005), in
enzymology, receptology (pharmacology) and transport
physiology there is plenty of evidence that proteins
binding a ligand or mediating a transport function are
sometimes not multimeric (Kaiser 1980; Turk et al.
2000; Sintack et al. 2002; Trankle et al. 2005), although
the status of muscarinic receptors is still debated
(Huang & Ellis 2007).

Finding the postulated structural changes in multi-
meric proteins that can cause allostery and co-operative
phenomena is still a very active research field (Sivilotti &
Colquhoun 2004). In recent years, with X-ray crystal-
lography, researchers in enzymology now find structural

Figure 1.14. General allosteric reaction scheme for binding to
a four subunit protein. All together there are 44 non-equivalent
conformations of which only 25 are shown. Reproduced with
permission from Eigen (1967).

11 Here, ‘‘multi-meric’’ just signifies that a protein consists of several
subunits that are identical, or near identical in primary, secondary, and
tertiary structure as well as when fixated in a quaternary structure
together with other subunits.
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changes in support of the MWC model (Helmsteadt et
al. 2001; Felter et al. 2007) and structural changes in
favor of the KNF model (Helmsteadt 2001; Yao et al.
2006). That, to a certain extent, confirms the original
postulates about allosteric changes in enzymes and
hemoglobin. Allosteric concepts from the enzyme lit-
erature are also used for proven conformational
changes in other types of heteromeric and monomeric
proteins (Helmsteadt et al. 2001; Ikari & Suketa 2002;
Yao et al. 2006; Frauli et al. 2007). Examples of detailed
conformational changes are shown for an enzyme in
Fig. 1.15, for a GPCR in Fig. 1.16, for a transporter
in Fig. 1.17, and a neurotransmitter co-transporter in
Fig. 1.18. Thus, a detailed mosaic for sugar binding in
the human sodium/D-glucose co-transporter can now
be modeled (Hirayama et al. 2007).

1.4.5. How the Adjective ‘Allosteric’ Is Used

Lack of knowledge or failure to directly demonstrate
conformational changes in vivo have resulted in the use
of the term ‘allosteric’ in a more lax manner by
researchers in the fields of enzymes, receptors, and

molecular transporters. Thus, ‘allostery’ means some-
thing else when theoretical reaction schemes are not
included in the data analysis. For example, allostery is
invoked when the monomeric muscarinic receptor
exhibits complex synagic behavior in the presence of a
molecule, such as gallamine, that is, the non-agonist
drug gallamine only influences the receptor function in
the presence of a natural agonist (Stockton et al. 1983;
Potter et al. 1989; Tucek & Proska 1995; Ellis &
Seidenberg 2002; Huang & Ellis 2007). This phenom-
enon has been designated as allosteric due to binding to
secondary binding sites, and the non-agonist molecule
as an allosteric modulator. More elaborate terms would
be heterotropic positive/negative allostery and galla-
mine a negative heterotropic (allosteric) drug. Since co-
operativity tacitly assumes that the deviation in synagics
from a simple load is caused by the agonist molecule
itself binding to a secondary site, the process may be
specified as homotropic allostery (Chapter 14). Of
course there are examples in the literature where
allostery and allosteric are also invoked for theoretical
models without a genuine two-state mechanism, i.e.,
without un-liganded receptors in two states (Chapter 2).

Figure 1.15. Structural changes in the porcine fructose-1,6-bisphosphatase enzyme. Shown to the right is the activating
conformational twist in two planes between the relaxed (R) and tense (T) state. The quaternary tetrameric complex is shown to
the left with indicated positions for four molecules of both fructose-1,6-bisphosphate (FBP), AMP, and Mg2�. Based on
crystallographic resolution at 2.1-2.3 Å. From Shyur et al. (1996, Fig 5 & 6) with permission. See also the E. coli version of the
enzyme with a comparable allosteric regulation (Hines et al. 2006).
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Figure 1.17. Structural changes in the sarcoplasmic calcium pump, SERCA. A switch of two calcium ions from crevices in the
membrane part of SERCA to the lumen is obtained through reorientation of three cytoplasmic domains, N, P, and A catalyzed
by bound ATP. Based on crystallographic resolution at 2.6 Å, (A) Side view of SERCA with the intracellular domain at the top.
(B) Cross-section through the intracellular aspect of SERCA presenting domains A, N, and P. (C). Molecular reaction scheme of
conformational changes in SERCA’s one-way transport cycle. From (A) Toyoshima and Mizutani (2004, Fig. 2), (B) Ma et al.
(2005, Fig. 1), and (C) Inesi et al. (2006, Fig. 1) with permissions.
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In this text, the term ‘allostery’ will be used when talking
about mechanisms and molecular models of dose�
responses involving two states for un-liganded receptive
units, and ‘intervention’ when talking about complex
phenomena in one-state models, deviating from simple
load. Using two different ligands in one-state models may
elicit intervention (see Chapter 2). When two ligands
interact in two-state models, modulation is the term to be
used. One of two different ligands can modulate the effect
of the other. Auto-modulation is the term we employ for
two-state models to describe, for instance, bell-shaped or
terraced dose�responses with a single ligand and detailed

in Chapter 7 for the homotropic two-state model

(HOTSM), while in one-state models to describe, for

instance, bell-shaped or terraced dose�responses in the

presence of a single ligand is termed ‘auto-intervention’,

and is further treated in Chapter 3.
For now, let us just operate with ‘an allosteric molecule’

without specifying its mechanism. In two-state models,

strict definitions for allostery, modulators, and co-oper-

ativity are postponed to Chapters 5, 7, and 15. In one-state

reaction schemes, the parallel terms are intervention,

interventors, and auto-intervention (Chapters 2 and 3).

Figure 1.18. Structure of the bacterial Na/Cl dependent neurotransmitter co-transporter. From Yamashita et al. (2005, Fig 1)
with permission.
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1.5. Spontaneous Activity and Inverse
Agonism

Late in the post-classic era (1990s), there was a
significant surge in our understanding of the impor-
tance of explicitly formulating the spontaneous activity
that can be observed for both receptors and ligand-
gated channels, seen in natural systems and often as well
in gene-manipulated receptive systems (Costa & Cotec-
chia 2005; Kenakin 2005b). Ligands reducing sponta-
neous or constitutive activity by binding to and thus
directly interacting with primary binding sites are now
designated as inverse agonists (Leff 1995).

Basal activity, constitutive activity, and inverse agonism
are best handled by a so-called cyclic two-state model
(cTSM), which is discussed in detail under complex
agonism in Chapter 5. Moreover, the cTSM by its full
thermodynamic nature covers the concept expressed in
the loar (Sections I.1 and 1.1.12) giving perspective to
the discussion of conformational induction versus con-
formational selection, as mentioned in Section 1.1.4 and
detailed in sub-chapter 5.11.
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Ariëns EJ. Affinity and intrinsic activity in the theory of competitive
inhibition. Part I. Problems and theory. Arch Int Pharmacodyn 99:
32�49, 1954.
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2CHAPTER

Simple Ant-agonism �
Simple Intervention

2.1. Classical Ant-agonism

2.1.1. Towards Intervention

By introducing a secondary ligand as well as a secondary
binding site, Chapter 2 examines inhibitors, also called
ant-agonists. We shall deal with several aspects of a
second ligand interfering with the binding of a primary
ligand and/or with the function induced by a primary
ligand. Inhibitory processes may be competitive or non-
competitive. Competitive ant-agonism only needs a
single binding site, whereas non-competitive ant-agon-
ism requires at least two binding sites. Un-competitive
ant-agonism is a special case of the non-competitive
reaction scheme. These concepts are dealt with in Sub-
chapter 2.4. Meanwhile, the interaction between two
ligands and a receptive unit may also involve a cross-
correlation, as exemplified in a so-called ‘intervention’
model described in the following section and detailed
further in Sub-chapter 2.5.

2.1.2. The Intervention Scheme

Having introduced a secondary site and a secondary
ligand, we must also operate with a possible interaction
between the two binding sites as ligands bind. The
interaction may be stimulatory or inhibitory for the
subsequent processes of binding or function. Here, the
interaction is expressed in a single system constant c (Fig.
2.1A). Constant c above unity is stimulatory, while below
unity it is inhibitory. At present, in channel studies this
type of interaction may be resolved into 18-system
constants (Burzomato et al. 2004; Colquhoun 2006).

In order to cover both the stimulatory as well as the
inhibitory aspect of interaction in a two-ligand/two-site
reaction scheme (TLTS) as in Fig. 2.1A, and at the same
time clearly differentiate it from the allosteric type of

reaction scheme, which involves a TLTS with additional
two-states and spontaneous activity (see Chapters 7 and
15), I have decided to designate the one-state TLTS
reaction scheme in Fig. 2.1A � with binding site
interaction but without spontaneous activity � as the
intervention model. In this scheme, ligands participating
in changing the binding or function of primary ligands
will be referred to as interventors, reserving the term
‘modulators’ for secondary ligands in allosteric reaction
schemes with two-sites and two-states (Chapter 14). The
intervention model is depicted in Fig. 2.1A together with
a simple two-state model with a single binding site shown
in Fig. 2.1B, an allosteric model.

Derivation of formulas for the intervention model in
enzymology started early with Michaelis (1914) and
continued in the 1950s (Table 2.1) (Laidler & Socquet
1950; Segal et al. 1952; Botts & Morales 1953; Frieden-
wald & Maengwyn-Davies 1954a,b, pp. 154�190; Ariëns
et al. 1955; Laidler 1956, 1958, pp. 78�93; Webb 1963,
pp. 54�60; Cleland 1963; Hijazi & Laidler 1973; Laidler
& Bunting 1973; Cha 1975).1

In enzymology, intervention reaction schemes with
negative interaction are mostly listed under the term
‘mixed-inhibition’ or just ‘non-competitive’ (Webb
1963; Cha 1975; Segel 1975, 1993, Chapter 4; Cornish-
Bowden 1995, 2004; Varon et al. 2002), while a
stimulatory aspect in the intervention models is ill-fated
as it is hardly observed, and therefore only sporadically
dealt with as ‘non-competitive synergism’, ‘partial non-
competitive’, or ‘mixed activation’ (Ariëns et al. 1964;
Mahler & Cordes 1966, p. 252; Segel 1975, 1993,
Chapter 5; Cornish-Bowden 1995, 2004). A more direct
approach to the intervention model is the so-called

1 Laidler (1956, 1958) operated with simple non-competitive reactions,
which in this book are equal to non-competitive reactions, and non-
competitive reactions equal the present intervention scheme.

# 2008 N Bindslev. This book and all matter and items published therein are distributed under the terms of the Creative Commons Attribution-Noncommercial 3.0
Unported License (http://creativecommons.org/licenses/by-nc/3.0/), permiting all non-commercial use, distribution, and reproduction in any medium, provided the original
work is properly cited.

33

DOI: 10.3402/bindslev.2008.4

http://creativecommons.org/licenses/by-nc/3.0/


‘‘general modifier mechanism of Botts and Morales’’
and its formulation (Botts & Morales 1953; Garzia-
Canoves et al. 1987; Topham & Brocklehurst 1992;
Shou et al. 1999, Shou 2002; Varon et al. 2002).

In pharmacology, the intervention reaction schemes
with site interaction were formulated by De Lean and co-
workers (De Lean et al. 1980; Burgisser et al. 1982;
Wreggett & De Lean 1984) as the ternary complex-model
(TCM), specifically related to G protein coupled recep-
tors. More recently, the TCM has appeared as an
‘allosteric’ TCM (Ehlert 1988; Christopoulos 2002; Chris-
topoulos & Kenakin 2002; Avlani et al. 2004; Kenakin
2004a, Section 6.8.7, 2004b). Although terms including
‘allosteric’ have been sorted out (May & Christopoulos
2003; May et al. 2004, 2007a), a term such as ‘allosteric
ternary complex-model’ for plain TCM is still confusing
(Scheer et al. 1996; Daeffler & Landry 2000).

In modeling, including mixed-inhibition, mixed acti-
vation, TCM and ‘allosteric’ TCM, I recommend a new
term for these kinds of reaction schemes � namely the
intervention model. See Sub-chapter 2.7 for more details
on the development of the intervention scheme.

2.1.3. Auto-ant-agonism

In this chapter, I have opted to examine ant-agonism or
inhibition by compounds that are different from the

primary ligands, the agonists, while Chapter 3 will deal
with self-inhibition. In self-inhibition, substrates or ago-
nists at low concentration activate the function of relevant
receptive units, enzymes, or transporters and so forth,
while at increasing concentrations even in the absence of
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+S

Kss

Kii Kii/c

Kss/c
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R*S
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Figure 2.1. Two simple reaction schemes. (A) The Interven-
tion model where an interaction constant c may be (a) zero
equal to ‘competitive inhibition’, (b) unity equal to ‘non-
competitive inhibition’, (c) above zero and below unity equal
to ‘negative intervention’ and above unity equal to ‘positive
intervention’. Although the intervention model has two binding
sites, it is not an allosteric model, it is a pro-allosteric model.
Allostery further requires un-liganded activity, the same as
spontaneous activity (see Chapter 15). (B) The simple two-
state model with a single binding site. This model is also
referred to as the cyclic two-state model with spontaneous
activity (Chapter 5). This two-state model is not an allosteric
model. Allostery also requires at least two binding sites (see
Chapter 15). S�primary ligand, I�interventor, Kss�dissocia-
tion constant for S at primary s-site, and Kii�dissociation
constant for interventor ligand at intervention i-site.

Table 2.1. On the roots to formulate the heterotropic mutually
inclusive one-state model, HE-MI-OSM, and the homotropic
mutually inclusive one-state model, HO-MI-OSM

Reference
Names or models for

intervention Comment

Michaelis (1914) Substrate inhibition Function
Haldane (1930) Substrate inhibition Function
Wyman (1948, 1964) Theory of linked

function
Binding

HO-MI-OSM
Laidler and Socquet

(1950)
Non-competitive

adsorption
Functional

Segal et al. (1952) An intervention scheme Functional
Botts and Morales

(1953)
An intervention scheme Functional

Friedenwald and
Maengwyn-Davies
(1954)

An intervention scheme Functional

Ariëns et al. (1955,
1964)

Non-competitive
synergism

Functional
HO-MI-OSM

Laidler (1956, 1958) An intervention scheme Functional
Webb (1963) Mixed inhibition Functional
Mahler and Cordes

(1966)
Partial non-competitive Functional

Cheng and Prusoff
(1973)

Non-competitive Functional

Cornish-Bowden (1974,
1995, 2004, p 134)

General modifier
mechanism

Functional

Segel (1975, 1993) Mixed inhibition and
activation

Functional

Cha (1975) Non-competitive Binding
Jacobs and

Cuatrecasas (1976)
Mobile receptor Functional

Tolkovsky and Levitzki
(1978)

Floating receptor
model

Functional

Birdsall et al. (1978) Theory of linked
function

Binding

Boeynaems and
Dumont (1980,
pp. 143�147)

Pseudo-competitive
ant-agonism/mixed
ant-agonism

Binding

De Lean et al. (1980) Ternary complex
model

Binding and
function

Stockton et al. (1983) Ternary complex Binding
Wreggett and De Lean

(1984)
Ternary complex Binding

Ehlert (1988) ‘Allosteric’* Binding/functional
MacKay (1990) Ternary complex,

G proteins
Functional,

steady-state
Topham (1990) Mixed inhibition Functional
Wells (1992) Heterotropic

co-operativity
Binding

Costa et al. (1992) Negative ant-agonism Functional
Samama et al. (1993) Extended TCM Functional
Trzeciakowski (1999) Standard TCM,

G proteins
Binding/function

Shou et al. (2001),
Shou (2002)

Partial inhibition** Functional
HO-MI-OSM

Present text on
one-state models

Intervention models Binding/
function

*See Chapters 5 and 14 for use of the term ‘allosteric’ in general and in
particular.
** ‘Partial inhibition’ frequently used in enzymology have different meanings, see,
e.g., Webb (1963) and Segel (1975, 1993). Segel’s Chapters 5 and 6 are on
activation in HE-MI-OSM.
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other ligands the agonist or substrate starts to ant-agonize
its own action � this is also designated auto-ant-agonism,
auto-inhibition, or negative auto-intervention. This self-
inhibition is understood to take place from a secondary
binding site in the receptive unit.

Means of obtaining parameters such as dissociation
constants from experimental data are discussed in
Chapter 4 for agonism, ant-agonism, and intervention as
well as for auto-ant-agonism and auto-intervention in one-
state models.

Inverse agonists also inhibit function, but they ant-
agonize inherent activity by binding at the primary site.
Since inverse agonists inhibit constitutive activity, they
are therefore best treated in two-state models with
spontaneous activity, which appears in Chapter 5 under
complex agonism.

2.1.4. Inhibitors and Reversibility

In general, when a drug lowers one or more of the
activities of a system, a cell, or a protein molecule, it is
called an inhibitor. Inhibitors may be either reversible or
irreversible. Often, the reversibility of an inhibitor is
decided by the speed with which the interaction
between the inhibitor and its target decays after washout
of the ant-agonistic drug. The time of decay is held
against the time of experimentation. That is to say, if the
inhibitory effect does not reverse significantly during the
observation period after the inhibitory compound is
removed from the system, the compound is said to be an
‘irreversible inhibitor’. For instance, regain of less than
10% of an initial response in the observation period
following washout of a drug will probably be taken to
mean that the drug has bound almost irreversibly or is
distributed more permanently in an unstirred compart-
ment, thereby preventing a reasonably short duration
for washout and equilibration.

During washout, likely to be an exponential decay of
binding or diffusion-limitation, the lapse of time to
revert and regain 63% of a response equals one time
constant, t.2 Thus, to name a compound ‘reversible’
typically requires an observation period in the range of a
time constant or more for its washout process. The non-
competitive-like behavior of exponential decay or diffu-
sion-limitation was explained by Rang (1966) in his
description of dissociation-limited and biophase models.

In this context, a designation of ‘irreversible inhibi-
tor’ may be employed about a high affinity ant-agonist
not displaced by an agonist during its exposure that
is too short to allow the displacement, also known

as ‘insurmountable ant-agonism’ (see Sub-chapter 2.8)
(Jenkinson 2003, p. 53).

2.1.5. Ant-agonists, Interventors, and Activators

Reversible inhibitors that affect agonist-induced activity
are referred to as ant-agonists, and can be competitive,
non-competitive, or un-competitive. Thus, for a com-
pound to be an ant-agonist, it is required that it only
works in the presence of an agonist, more or less
preventing the agonist from activating or binding to its
receptive unit. On the other hand, ‘inhibitor’ will, in
general, refer to irreversible as well as reversible inhibi-
tors of both agonist-induced and agonist-independent
activity. The term ‘inhibitor’ is thus conveniently used
for drugs that operate by irreversibly blocking sponta-
neous or agonist-induced activity, while ‘ant-agonist’
covers for reversible inhibitors dependent on agonist-
induced activity (Table 2.2A), or eventually reversible
inhibitors of a negative effect of inverse agonists.

Interventor molecules work at secondary sites in
systems assumed not to possess spontaneous activity,
i.e., in one-state models, similar to non-competitive ant-
agonists. Meanwhile, interventors can be both inhibitory
and stimulatory (Table 2.2A).

Drugs increasing the activity beyond constitutive or
agonist-induced activities may be referred to as stimula-
tors or activators. This is true in both binding and
functional studies. Activators operate reversibly (Table
2.2A).

As demonstrated later, allosteric modulation at aber-
rant binding sites renders new possibilities in binding
and function for the classification of drugs as activators,
positive modulators, or inhibitors equal to negative
modulators (Table 2.2A and Chapter 14).

Molecules that enhance binding or function in a
constitutive manner will be referred to as enhancers.
Auxiliary and accessory proteins, such as co-factors,
beta-subunits, regulator-of-G protein-signaling (RGS),
receptor-activity-modifying-proteins (RAMPs), scaffold-
ing molecules, and chaperones (Sexton et al. 2001;
Blumer & Lanier 2003; Chidiak & Roy 2003; Morfis et al.
2003; Rebois & Hébert 2003; Fukoto et al. 2004;
Udawela et al. 2004, 2006; Abramow-Newerly et al.
2006; Hill et al. 2008) that also have an activating
function will fall under the category of enhancers.
Several of these proteins are in fact part of the receptor
complex (Hay et al. 2006).

Table 2.2A is a preliminary and tentative summary of
agonists, ant-agonist, inhibitors, interventors, inverse
agonists, modulator molecules, activators, and enhancers.
Ant-agonists and interventors are examined this chapter.
Inverse agonists and neutral ant-agonists are first treated
in Chapter 5, and modulator molecules in Chapters 7,
14 and 15.

2 Here, one time constant, t, is the time it takes to regain 63% of the
inhibited function. Percentage regain for an exponential function is:
regain (%)� [1� e�t] � 100, where e is the base of natural
logarithms�2.718. For an observation period equal 1t, the regain is
63%.
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2.1.6. Multi-functional Ligands

The complexity increases when ligands have more than
one function. Activators may work synergistically with
the possibility of positive co-operativity. Furthermore,
ligands may modify the function or binding of other
agonists while at the same time they are themselves
substrates for enzyme reactions, transported species for
mechanisms of pumping, transportees for co-, anti-, or
uni-porters, if not ions funneled through a channel. At
receptors, ligands may be either modulators or inter-
ventors � depending on the assumed reaction scheme
and its modeling � while at the same time they are also
agonists in their own right. Such drugs now rank as
possible ‘ago-modulators’ (Schwartz & Holm 2006) or
‘allosteric agonists’ (May et al. 2007b). Table 2.2B is a
tentative proposal for the naming of multi-functional
drugs (see Sub-chapter 4.6 for more details).

2.2. Simple Inhibition

2.2.1. Ant-agonism

In general, ant-agonism is generated by compounds
inhibiting the effects of agonists � ‘ant-agonists’. In
classic literature on the subject, two possible forms of
ant-agonism were often imagined, a competitive and a
non-competitive ant-agonism.

With conceptions from the classic era, among others,
Segel in his book ‘Enzyme Kinetics’ (1975, 1993, pp.

100�160) has presented ant-agonism as competitive,
non-competitive, and un-competitive and explained
them on a spatio-structural ground complete with
derived formulations for each type (Fig. 2.2) (repro-
duced from Segel 1975, 1993, Figs. III-1.1�5, III-12,
III-13, III-15, and III-21).

2.2.2. Simple Ant-agonism Meets Two-state
Models

In the last few decades, ideas about how ligands can
prevent agonist from activating receptors, enzymes from
catalyzing substrates, or transporters from transporting
transportees have been turned upside-down. Over the
last fifteen years, theories have changed, especially in
pharmacology, due to recognition of the importance of
explicitly incorporating expressions for the spontaneous
switching between active and non-active states of un-
liganded receptive units, ‘two-state model’ (Leff 1995).
Thus, competitive ant-agonism is now revitalized and
viewed in light of inverse agonists stabilizing the non-
active receptor state or new receptor states (Milligan
et al. 1995; Vilardaga et al. 2005; Bond & Ijzerman 2006;
Dowling et al. 2006). A basic description of such dose-
responses at equilibrium, or in another word synagics, is
best done with a so-called cyclic-two-state-model (cTSM),
which I shall deal with in detail in Part II on complex
agonism and ant-agonism (Chapter 5).

Here we will derive the equations for simple ant-
agonism, i.e., classic competitive, non-competitive and
un-competitive ant-agonism (Sub-chapter 2.4). Further-
more, we shall develop a so-called mixed-inhibition/
mixed activation model into its complete potential in
the form of the above-mentioned intervention model
(Sub-chapter 2.5).

But first, a definition of what I call a ‘full response’ (see
Section 2.2.3), and, in addition, a presentation of a
complicated looking reaction scheme � a four-pane
reaction scheme with receptive units in a single state, a
so-called four-pane one-state model (FP-OSM) described
in Sub-chapter 2.3.

Table 2.2A. Activators, Inhibitors, Ant-agonists, Interventors, Modulators, Enhancers, and Repressors

Type of interaction Site of binding Model Augmentation by Attenuation by Auto-effects pos or neg by

Reversible Primary All Agonist Ant-agonist �
Primary All Agonist/

neutral ant-agonist
Neutral ant-agonist/

inverse agonist
�

Secondary OSM Pos interventor** Neg interventor** Pos/neg auto-interventor
Secondary TSM Pos modulator*** Neg modulator*** Pos/neg auto-modulator****

General Not specified � Activator* Inhibitor* Auto-activator, auto-inhibitor
Constitutive Not specified � Enhancer/

Derepressor
Desensitizor

Repressor
�

*The terms ‘activator’ and ‘inhibitor’ may also be used as general designators for augmenters and attenuators in all cases, including regulators of G protein-signaling
(RGSs) and receptor-activity-modifying-proteins (RAMPs).
**If neither positive nor negative, we have a ‘neutral interventor’ equal to a non-competitive ant-agonist. Binding is unchanged.
***When neither positive nor negative, it is a ‘neutral modulator’, not the same as a ‘neutral ant-agonist’.
****The process is designated positive or negative co-operativity.

Table 2.2B. Possible Terms for Multi-functional Drugs

Ligands
Modelers choice

Different
Heterotropic system

Single
Homotropic system

One-state model
(-OSM)

Ago-interventor Ago-auto-interventor�
auto-interventor

Two-state model
(-TSM)

Ago-allosteric
modulators*
allosteric agonists§

Ago-co-operative�
co-operative drug

*See Schwartz and Holst (2006).
§May et al. (2007b).
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Figure 2.2. Physical models for competitive, non-competitive, and un-competitive inhibition. Panel A: models on competitive
ant-agonism. Panels B and C: models for the non-competitive inhibition. Panel D: a model for the un-competitive inhibition (see
text). Reproduced from Segel (1975, 1993) with permission.
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Figure 2.2 (Continued)

38 Part I: One-state Models: Simple Agonism and Ant-agonism



2.2.3. The ‘Full Response’ Obtained at a Fixed
Concentration of an Agonist

An agonist-induced response at a fixed agonist concen-
tration, S?, is given by the load equation and represented
in an [agonist]-vs-response plot, where the curve inter-
sects with the ‘y-axis for ant-agonists’ before an ant-
agonist I is introduced, i.e., for [I]�0 (Fig. 2.3). This
response by the fixed agonist concentration S ?, we
will call the full response. In a given situation, it is the
full response that ant-agonists can work on. The full
response is not necessarily the total response or maximal
effect that can be obtained with higher concentrations
of the agonist. That is, experiments of ant-agonism are
carried out at a given agonist concentration, S?, which in
the absence of ant-agonists yields a full response. The full
response is lowered when an ant-agonist is introduced.
The full response (FR) may be equated as:

Full response�FR�TR �
S?

S? � Kss

; (2:1)

where TR is the total or maximal response, and Kss is the
equilibrium dissociation constant for ligand S. S ? indi-

cates a fixed concentration of S. Subscripts are exp-
lained in Box 2.1 (at the end of Chapter 2).

2.3. The Four Pane Reaction Scheme
and Simple Inhibition

2.3.1. The Four-pane and One-state Model
(FP-OSM)

To understand the following arguments about simple
ant-agonism, it seems advantageous to introduce a
reaction scheme as depicted in Fig. 2.4. Initially, this
reaction scheme may look daunting with its nine-
receptor conformations and eight independent system
constants. But careful scrutiny reveals its basic simplicity.
For the moment, we will ignore the lower half of the
reaction scheme in Fig. 2.4, thus forgetting about all
conformation where ligand S appears on the left side
(site) of R (the receptive unit). This means that agonists
are not allowed to bind to a secondary ant-agonistic
(intervention) site at the left side of R.
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Figure 2.3. Illustration of the concept ‘full response’. A fixed agonist concentration S? brings the system response to a
given activity (or occupancy) level indicated at the ‘Y-axis for ant-agonists’ as full-response. At the right of the Y-axis for ant-
agonists the concentration of ant-agonists starts to increase from zero and abolishes the full-response at high enough
concentrations. Linear concentration scale in (A) and logarithmic concentration scale in (B).
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In Fig. 2.4 the reaction scheme for a simple agonism
with receptor symbols colored in maroon are easily
identifiable:

R�S?RS;

which was introduced in Chapter 1.
Next, identify the following three partial ‘ant-agonis-

tic’ reaction schemes in the four-pane window scheme
(Fig. 2.4):

1. The position at the right of the receptor symbol R
is an agonist binding site, which may bind either
the agonist S or an ant-agonist I. Binding the
agonist can activate the receptor or stabilize the
receptor in an active state. When an ant-agonist
I binds to this site, it prevents activation by
preventing the agonist from binding. Possible
receptor conformations are R, RS or RI. We can
write its reaction scheme and get:

RI?I�R�S?RS;

which is the reaction depicted in the middle,
horizontal line of Fig. 2.4 (highlighted in green).
Notice that all bound agents are to the right of
receptor symbol R. S and I bind in a so-called
mutually exclusive manner; they cannot bind
simultaneously. Only the RS conformation is
functionally active.

2. In Fig. 2.4 it may also be assumed that the receptor
has two instead of only one binding site. At the

position to the left of the receptor symbol R there is
an additional binding site for ant-agonists/inter-
ventors. So far, we assume that the ant-agonist/
interventor site to the left of R cannot bind an
agonist. Further, here we will assume that the ant-
agonist/interventor I cannot bind at the agonist
binding site. Binding at the agonist
binding site is only for agonists and binding at
the ant-agonist/interventor binding site is only for
ant-agonists/interventors. This generates three
possible receptor conformations R, IR, and RS,
and for this we can also identify and extract a
reaction scheme. The reaction scheme can be
identified as the part highlighted in gray in the four-
pane reaction scheme in Fig. 2.4, which is written as:

IR?I�R�S?RS:

Again, the complex RS alone renders functional
activity while the binding of agonists and
ant-agonist/interventor are mutually exclusive.

3. Still assuming that agonists cannot bind to the
ant-agonist/interventor site and ant-agonists/
interventors cannot bind to the agonist site, there
is still another possibility, namely that when an
agonist is bound at the agonist site, an ant-agonist/
interventor can simultaneously bind at the ant-
agonist/interventor site. Binding of agonists and
interventors is not mutually exclusive. This yields
four possible receptor conformations, R, RS, IR,
and IRS with a reaction scheme as shown in the
upper right quadrant of Fig. 2.4 (quadrant labeled
1 and tinted in gray, green, and blue). This
quadrant is equal to the reaction scheme in
Fig. 2.1A; and again, RS is the only functionally
active conformation.

With these three partial reaction schemes as possibili-
ties, we are ready for the simple inhibition with
competitive, non-competitive, and un-competitive ant-
agonists.

2.4. Competitive and Non-competitive
Ant-agonism

This Sub-chapter is relevant for functional studies to be
analyzed by competitive and non-competitive theories.
In an attempt to keep matters simple and separate, some
of the parallel theories for binding studies are post-
poned to Sub-chapter 2.5, where the intervention model
is also described.

As indicated in Sections 2.3.1.2 and 2.3.1.3, when a
ligand binds to the secondary site it should more
appropriately be termed an interventor instead of an
ant-agonist. But, in the following I will stay with the term
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Figure 2.4. The four-pane one-state model (FP-OSM). This
model consists of nine independent receptor conformations
(not states) and has eight different and independent system
constants, either as association constants Axx or dissociation
constants Kxx (see Box 2.1) and interaction constants c, c ’, g,
and g ’.
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‘ant-agonist’ and follow the classical terminology for
development of the competitive, non-competitive, and
un-competitive ant-agonism. The term ‘agonist’ may be
replaced with ‘substrate’ or ‘transportee’.

2.4.1. Competitive Ant-agonism Type I and Its
Dissociation Constant

In classic competitive ant-agonism, only the RS conforma-
tion is active, and both agonists and ant-agonists can bind
to the agonist binding site of R, that is to the right of
symbol R. There is no secondary binding site. This is equal
to reaction scheme RI/?I�R�S/?RS in Section 2.3.1.1,
and is also depicted in Fig. 2.4 (see Segel 1975, 1993, Fig.
III-1). Binding is mutually exclusive. There is no simulta-
neous binding of agonist and ant-agonist. The pertinent
equilibrium dissociation constants are indicated with
subscripts as follows: Kss for the agonist S interaction
and Ksi for the ant-agonist I interaction at the agonist
binding site. Note that with this choice of signification in
the subscripts, the first position in the subscript signifies
the binding site on the receptive unit, here s, while the
second position in the subscript indicates the ligand
bound to the site; s for the agonist and i for the
ant-agonist. Box 2.1 specifies how these symbols are
used and the conventions contained therein are used
throughout the text.

2.4.2. Competitive Ant-agonism Type II and Its
Dissociation Constant

As illustrated in Section 2.3.1.2, in case there are two
separate binding sites on the receptive unit, one for
agonists and another for ant-agonists, with the condi-
tions that only agonists can bind at the agonist binding
site and only ant-agonists can bind at the ant-agonistic
binding site, then the reaction scheme IR/?I�R�S/?RS
is still without the possibility of simultaneous binding.
Binding is mutually exclusive, and as indicated, only the
RS conformation is functional. This reaction scheme is
designated type II competitive ant-agonism. The scheme
may be found in Figs. 2.1A and 2.4 (Segel 1975, 1993;
Figs. III-1.2-5).

In the type II reaction scheme for competitive ant-
agonism, binding of ant-agonists at the ant-agonistic
binding site has its own dissociation constant Kii, which
is different from Ksi of the type I competitive ant-
agonism. However, the type II competitive ant-agonism
will be difficult to discern from the competitive type I
ant-agonism described in Section 2.4.1.

Mutually exclusive binding is the virtue of type I and II
competitive ant-agonism, and since both take place in a
one-state model, their acronym is ME-OSM.

2.4.3. Non-competitive Ant-agonism and Its
Dissociation Constants

In classic non-competitive ant-agonism there is also a
secondary site on the receptive unit R, indicated by
positioning ligand symbols to the left of R, where only
ant-agonists can bind. This renders an IR complex. At
the agonist site only agonists can bind resulting in an RS
complex. The difference between non-competitive ant-
agonism and the just described competitive ant-agonism
type II in Section 2.4.2 is the ability of the receptive unit
in non-competitive ant-agonism to adapt binding of
both agonists and ant-agonist at the same time. Binding
is not mutually exclusive, binding is mutually inclusive
(Levitski 1978). Meanwhile, activation of the receptive
unit is prevented when an ant-agonist is bound, no
matter what, thus only the RS conformation is active.
Non-competitive ant-agonism also takes place in a one-
state model and due to its mutual inclusiveness its
acronym is MI-OSM.

This is the situation depicted and highlighted in Figs.
2.1A and 2.4-1 (Segel 1975, 1993; Figs. III-12, III-13, III-
15), with four receptor conformations, R, RS, IR, and
IRS. The pertinent dissociation constants are indicated
with subscripts as follows: Kss for the agonist interaction
with the agonist binding site and Kii for the ant-agonist
interaction with the ant-agonist binding site, in accor-
dance with the above-mentioned conventions (Box 2.1).
Compared with dissociation constants when no other
ligand is bound, the equilibrium dissociation constant
for binding of a ligand may be different when other
ligands are already bound to the receptive unit. For the
reaction scheme in Fig. 2.4-1, this condition is indicated
by a factor c. The c factor will be examined in more
detail in Sections 2.5.1-3, but for now we will assume that
c is unity. Let an already bound ligand be indicated with a
superscript, where the first position of the superscript
indicates to which site the already-bound ligand is
bound, and a second position in the superscript
indicates which type of ligand is ligated, for instance
agonists�s and ant-agonists� i. Thus K ss

ii is the dis-
sociation constant for an ant-agonistic ligand to bind at
the ant-agonist binding site when an agonist is already
bound to its agonist binding site (Box 2.1). When c�1,
we have that Kii�/K ss

ii and Kss�/K ii
ss: An explanation for

c"1 will be detailed in Sub-chapter 2.5 describing the
intervention scheme.

2.4.4. From Reaction Scheme to Formulation

As soon as a specific reaction scheme has been defined,
it is possible to derive its mathematical formulation. To
formulate our reaction schemes, we need the system
constants and the receptor conformations (see Figs.
2.1A, 2.4-1, and Box 2.1).
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The parameters are:

Rmax or Bmax maximal effect or maximal binding
Kss equilibrium dissociation constant at

the primary site for agonist S
Ksi equilibrium dissociation constant at

the primary site for ant-agonist I
or
Kii equilibrium dissociation constant at

the secondary site for ant-agonist I
c intervention constant-first discussed in

detail in Sub-chapter 2.5,
and the conformations of the receptive unit are:
R
RS R �S/Kss

RI R �I/Ksi

or
IR R �I/Kii

and
IRS R �(S/Kss) �I/Kii

For the following formulations, in order to simply the
equations, the letters S and I may also stand for the
normalized ligand concentrations, S/Kss and I/Ksi, as for
instance in Eq. 2.2a.

For reasons that will become obvious later, here, I first
transcribe the reaction scheme for non-competitive ant-
agonism into an equation before a transcription of the
reaction schemes for competitive ant-agonism into its
formulations.

2.4.5. Formulation of Functional Non-competitive
Ant-agonism

A situation can be described as a non-competitive type of
ant-agonism when a ligand solely binds to a secondary
binding site and results in non-active receptive units even
if an agonist is bound or not bound to its binding site on
the receptive unit � the primary site (Section 2.4.3). For
this, four receptor conformations are involved (see Figs.
2.1A or 2.4-1). To start, we will assume that the dissocia-
tion constants are identical for reactions R+S /? RS and
IR+S /? IRS, i.e., c�1, which as mentioned in Section
2.4.3 simplifies the analysis. Let us illustrate the issue by
formulating a distribution equation involving all four
receptor conformations of non-competitive ant-agonism
and how they relate. With TR as the total response and ar
as the actual response, we have:

ar

TR
�

RS

R � RS � IR � IRS
�

S

1 � S � I � I � S
; (2:2a)

in which the S and I stand for the normalized ligand
concentration. Eq. 2.2a can be rewritten to:

ar

TR
�

S

(1 � S) � (1 � I)
�

S

(1 � S)
�

1

(1 � I)
; (2:2b)

or in explicitly normalized versions of Eqs. 2.2a and 2.2b,
they become:

ar

TR
�

S

Kss

1 �
S

Kss

�
I

Kii

�
S

Kss

�
I

Kii

�

S

Kss�
1 �

S

Kss

� �
1�

1 �
I

Kii

� : (2:3)

We may rewrite Eq. 2.2b as:

ar�TR �
S

1 � S
�

1

1 � I
: (2:4a)

When there is no antagonist [I]�0, from Eq. 2.4a
we have ar�TR �S/(1�S) or:

arI�0 �TR �
S

1 � S
: (2:4b)

This again is a load expression. It yields responses
obtained at a varying concentration of agonist S.

When the agonist concentration is fixed at S?, the
agonist-induced response is the intersection at the ‘ant-
agonist’ y-axis in Fig. 2.3. In addition, when the agonist
concentration is fixed at S?, Eq. 2.4b can be written as a
new version equal to Eq. 2.1, i.e.,

ar?I�0 �TR �
S?

1 � S?
� FR � TR �

S?

1 � S?
: (2:4c)

Thus, the actual response ar? for I�0 is now equal to
the full response, i.e., ar?I�0 �FR:

In a given situation, this full response is the response
that ant-agonists can work on.3

So, the analysis is now carried out at a given agonist
concentration S?, while varying the ant-agonist concen-
tration. For any ant-agonist concentration, the obtained
responses can be referred to as ‘actual remaining
activity’ (ara). A formula for the ara, as the ant-agonist
concentration varies, is obtained by combining Eqs. 2.4a
and 2.4c:

3 ‘Full response’, given in Eq. 2.1, is not necessarily the maximal
response that can be obtained with higher concentrations of the
agonist (Section 2.2.3).
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ara�ar? �
�

1

1 � I

�
: (2:4d)

As explicitly demonstrated by Eq. 2.4d, not surpris-
ingly, ara only varies with the term 1/(1�I) when S is
fixed, as depicted in Fig. 2.3. The level of fixed agonist
concentration S ? determines from what level on the y-
axis the response is reduced by ant-agonists, but note,
without affecting the determination of Kii for the ant-
agonist on the x-axis. This conclusion works for the
theory of functional studies with simple non-competitive
ant-agonism.

For the moment, observe without insight that in case
the above-mentioned c coefficient is not equal to unity,
as assumed, then the measured Kii will be a function of
S, as demonstrated later for the intervention scheme in
Sub-chapter 2.5.

2.4.6. Formulation of Binding in Non-competitive
Ant-agonism

In the theory of non-competitive ant-agonism for bind-
ing experiment, it may be observed that it has a different
formulation from the functional ant-agonism, since both
conformations RS and IRS will be involved (Figs. 2.1A
and 2.4-1). Both type I and II competitive ant-agonism
are not hampered by this discrepancy between binding
and functional studies in their formulations due to
mutual exclusiveness in binding between agonist and
ant-agonist (see Sections 2.4.9 and 2.4.10 and Sub-
chapter 2.5).

For binding studies assuming a non-competitive reac-
tion scheme we may derive the following equation:

ar

TR
�

RS � IRS

R � RS � IR � IRS
�

S

S � 1
: (2:4e)

This means, in contrast to functional studies, that
binding is completely independent of possible non-
competitive ant-agonists (cf. Table 2.3).

2.4.7. Actual Remaining Activity (ara) in
Non-competitive Inhibition

In functional studies, non-competitive activity drops as
the ant-agonist concentration increases. The ara, which
decreases as the ant-agonist concentration increases, was
obtained in Eq. 2.4d by combining Eqs. 2.4a and 2.4c.
Inserting FR for ar? in Eq. 2.4d we may write:

ara�FR �
�

1

1 � I

�
; (2:5)

and in an explicitly normalized form:

ara�FR �

�
1

1 �
I

Kii

�
: (2:6)

In a normalized and linear� linear co-ordinate system,
the dose-response relation of the ara is viewed as
a horizontally-flipped law of adsorption-desorption
(load). That is, it is reciprocal to a dose-response
following the load (Fig. 2.5A). In a normalized semi-
log co-ordinate system, a plot of simple dose-responses
of actual remaining activity has the form as shown in
Fig. 2.5B.

2.4.8. The Actual Inhibited Response (air)
in Non-competitive Inhibition

Converse to the ara, the actual size of inhibited response
(air) rises with increasing ant-agonist concentration.
Given the scenario in Section 2.4.5 for functional
studies, where the activity is induced by a fixed con-
centration of an agonist, air is the size of the eliminated
response. In functional studies, air rises as a function of
the actual ant-agonist concentration and follows a
simple load, still with FR as a ‘maximal’ obtainable
response, now in the presence of an ant-agonist. We may
equate the air as:

air�FR�ara�FR�FR �
�

1

1 � I

�

�FR �
�

I

1 � I

�
; (2:7)

and in an explicitly normalized form:

air�FR �

�
I

Kii

1 �
I

Kii

�
: (2:8)

This equation is plotted in Fig. 2.5C and is a normal
oriented Langmuirian dose-response relationship of the
load type. The inhibitory response is rising with increas-
ing concentration of the ant-agonist, and in a normal-
ized semi-log co-ordinate system this simple ant-agonism
has the form as shown in Fig. 2.5D.

We can summarize Sections 2.4.7 and 2.4.8 as follows:

air�FR �(I=(I�Kii)); (2:9a)

and

ara�FR�FR �(I=(I�Kii))�FR �(Kii=(I�Kii)); (2:10a)

which are the equations for actual ant-agonistic or
inhibitory response (air) and actual remaining activity
(ara), both as a function of the increasing ant-agonist
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concentrations [I] in the functionally non-competitive
reaction scheme.

The comparable formulations of theory for non-
competitive ant-agonism in binding studies, started in
Section 2.4.6, are developed later in Section 2.5.1 and
summarized in Table 2.3.

2.4.9. Formulation of Competitive Ant-agonism
Type I

Now we turn to competitive ant-agonism. Although
merely three receptor conformations are involved in
the scheme for competitive ant-agonism (see reaction
scheme in Section 2.3.1 and mid-horizontal line in
Fig. 2.4), it is slightly more complicated than the
non-competitive ant-agonism with four involved confor-
mations. With a fixed agonist concentration S?, the ant-
agonist competes with the agonist at the activating site in
a mutually exclusive manner.

Below is the formulation for a fractional response of
simple competitive ant-agonism as the ant-agonist con-
centration varies, while the agonist concentration is
fixed at S?, and with the dissociation constants tacitly
assumed:

ar?

TR
�

R � S?

R � R � S? � R � I
�

S?

1 � S? � I
; (2:11)

or in an explicitly normalized fashion by including
dissociation constants:

ar?

TR
�

S?

Kss

1 �
S?

Kss

�
I

Ksi

�
S?

S? � Kss �
�

1 �
I

Ksi

� : (2:12)

We can identify that when I�0, we have the full
response FR�ar?�TR �(S ?/(S?�Kss)). With a fixed
agonist concentration [S]?, it is only the so-called
apparent dissociation appKss, equal to Kss �(1�I/Ksi) in
the denominator of Eq. 2.12 that varies as the [I]
concentration varies, not the FR.

However, when [S] is not fixed, the right-hand term in
Eq. 2.12 has the form of a load dose-response expression
with an apparent dissociation constant for the ant-agonist,
appKsi�IC50, which varies with the concentration of both
the agonist and the ant-agonist; thus IC50�Kss �(1�I/Ksi)
is a function of both I and S. The effect of S on the IC50 is
most easily seen from a reformulation of Eq. 2.12:
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Figure 2.5. Non-competitive inhibition (c�1) in a functional scheme. Panel A is a linear-linear and Panel B is a semi-log plot for
the actual remaining activity (ara) in non-competitive ant-agonism as the concentration of the ant-agonist increases (Eq. 2.6).
Panel C is a linear-linear and panel D is a semi-log plot of the actual inhibitory response (air) in non-competitive ant-agonism as
the concentration of the ant-agonist increases (Eq. 2.8).
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ar

TR
�

1

1 �
Kss

S
�
�

1 �
I

Ksi

� : (2:13)

Here (Kss/S) �(1�I/Ksi) in the denominator of Eq.
2.13 is a type of relative apparent dissociation constant
dependent on the level of both [S] and [I].

Recap that we have assumed there is a steric hin-
drance for the agonist to bind at the agonist site and
activate the receptive unit when an ant-agonist is bound
to the agonist site of R. This was for function.

In occupancy, the same equations as Eqs. 2.11 and 2.12
may be derived for comparable theories for binding
studies. Therefore, conclusions about system constants
for binding assays in competitive inhibition are the same
as above (cf. Table 2.3).

2.4.10. Formulation of Competitive Ant-agonism
Type II

As specified in Section 2.4.2, there is another reaction
scheme that leads to competitive ant-agonism (Fig. 2.4-1,
grey marking). We assume that there is a steric
hindrance for the agonist to bind at the agonist site
and activate the receptive unit when an ant-agonist is
bound to an ant-agonist site on R. Development of the
formulation for this type of reaction scheme is straight-
forward. It should result in:

ar?

TR
�

R � S?

R � R � S? � R � I
�

S?

1 � S? � I
; (2:14)

or in explicitly normalized form:

ar?

TR
�

S?

S? � Kss �
�

1 �
I

Kii

� : (2:15)

There is an overlap between the above type I
competitive ant-agonism in Section 2.4.9, and the
formulations for the present regime of type II compe-
titive ant-agonism in functional and binding studies.
Compare Eq. 2.11 with Eq. 2.14 and Eq. 2.12 with Eq.
2.15; only Kii is replaced with Ksi. This is contrary to the
non-competitive ant-agonism where formulation from
functional studies deviates from that of binding studies.

In occupancy, as mentioned, in either case where these
two types of competitive ant-agonism operate, one with a
single binding site and the other with two binding sites,
the same equations as Eqs. 2.14 and 2.15 may be derived
for comparable theories on competitive binding studies.
Therefore, the conclusions above on system constants
for functional studies are the same as for binding studies
when competitive (cf. Table 2.3).

Due to complete thermodynamic reversibility in the
competitive inhibition type II reaction scheme (Fig. 2.4-
1, in grey), the binding of an inhibitor to the secondary
binding site can be surmounted by binding enough
agonists to the primary binding site. Accordingly, also
for occupancy studies, the two types of competitive ant-
agonism will be hard to discern experimentally (for
‘surmount-ability’, see Section 2.8.2).

Competitive ant-agonism may also be developed for a
system equal to the ‘cross’ in Fig. 2.4. In this type of

Table 2.3. Summary of the Relative Maximal Responses (Rmax) and Maximal Occupancies (Bmax) and the Apparent
Dissociation Constant for Agonist S, appKss, in the Simplest Mutually Exclusive and Inclusive Reaction Schemes

Summary of Sections
2.4.5�6; 2.4.9; 2.4.10;
and 2.5.1

Competitive I�II ant-agonism
c�0, mutually exclusive
(Figs. 2.8A�2.9A)

Non-competitive ant-agonism
c�1, mutually inclusive
(Figs. 2.8C�2.9C)

Intervention model, intervention
c�0, mutually inclusive
(Figs. 2.8�2.9)

Study type Parameters

Fractional response Bmax/Rmax for high [S]

Occupancy 1 surmountable 1, independent of [I] 1 surmountable
Effect 1 surmountable B1; 1/(1�I/Kii) B1; 1/(1�(I/Kii) �c)

Apparent agonist dissociation constant appKss�EC50

Occupancy§ Kss �(1�I/KI)
’ Kss /

Kss � (1 � I=Kii)
#

(1 � (I=Kii) � c)

Effect Kss �(1�I/KI)
’ Kss /

Kss � (1 � I=Kii)
#

(1 � (I=Kii) � c)

Mutually inclusive inhibition�non-competitive ant-agonism, and mutually exclusive inhibition�competitive ant-agonism.
’KI�Ksi or Kii.
#For c�1 appKssBKss; for cB1 appKss�Kss. Compare these two equations with similar equations for ‘allosteric’ ligand binding and effect in Ehlert (1988). The
co-lateral intervention constant c here is equal to the inverse of constant a in Ehlert’s paper.
§Special: for competitive ant-agonism type I with c��1 and 1/c : I/Kii all concentration-occupancy relationships lie on top of each other.
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reactions scheme, which is competitive with five recep-
tor conformations, R, RS, IR, SR, and RI, there will be a
discrepancy between function and binding, since only
RS is functional, while both RS and SR count for
binding. Producing formulations for this ‘cross’ reaction
scheme and implementing its analysis are left to the
reader.

2.4.11. Actual Remaining Activity and Actual
Inhibitory Response for Competitive
Ant-agonism

For the competitive reaction schemes type I and type II,
the relative and actual remaining activity (ara) is
determined at a fixed concentration of the agonist S?,
and an increasing concentration of an ant-agonist I,
according to the equation for either type of competitive
ant-agonism. Thus, for ara as a fraction in type I
competitive ant-agonism, we have:

ara�
S?

S? � Kss � (1 � I=Ksi)
: (2:10b)

Eq. 2.10b is plotted in linear-linear and semi-log plots
in Fig. 2.6A�B. Compare this equation with Eq. 2.10a
for non-competitive ant-agonism.

If we equate the fractional level from which a
competitive ant-agonist can operate, viz. S?/(S?�Kss)�
FR, then we can formulate the reverse function of ara,
equal to the relative and actual inhibitory response (air)
as a function of increasing ant-agonist concentration,
i.e.,

air�FR�
S?

S? � Kss � (1 � I=Ksi)
: (2:9b)

By incorporating the constant FR into the fractional
term, we get:

air �
FR � [S? � Kss � (1 � I=Ksi)] � S?

S? � Kss � (1 � I=Ksi)
; (2:9c)
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Figure 2.6. Competitive ant-agonism (c�0) for both function and occupancy. Panel A is linear-linear and panel B is semi-log
plots for the actual remaining activity (ara) in competitive ant-agonism as the concentration of the ant-agonist increases (Eq.
2.10b). Panel C is linear-linear and panel D is semi-log plots of the actual inhibitory response (air) in competitive ant-agonism as
the concentration of the ant-agonist increases (Eq. 2.9d). The full response is varied in five steps by varying S? from 10-2

(**) to 102 (- ��- ��) in steps of 10 yielding five different curves. Plots are for both competitive ant-agonism type I and type II, and
the filled circles indicate the Ksi or Kii on the x-axes.
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and the nominator of Eq. 2.9c can be reformulated to
FR �(I �Kss)/Ksi. Inserting the value for FR, the air is thus
equal to:

air�
S?

S? � Kss

�
I � Kss=Ksi

S? � Kss � (1 � I=Ksi)
: (2:9d)

Eq. 2.9d is plotted in linear-linear and semi-log plots
in Fig. 2.6C�D.

Notice that Eqs. 2.10b and 2.9d are both valid for any
value of S?]0 and are mirror images of each other
(compare Figs. 2.6A�B with 2.6C�D).

The equations here in Section 2.4.11 are for both
function and occupancy.

For competitive ant-agonism type II, we simply replace
Kss in Eqs. 2.10b and 2.9b�d with Kii.

2.4.12. Competitive Versus Non-competitive
Studies. A Summary

It is traditional to conceive of the competitive and non-
competitive reaction schemes as opposites. This is
based on the fact that in concentration-binding and
dose-response studies of simple competitive ant-agon-
ism (Section 2.4.9 and 2.4.10), it is only the apparent
agonist-binding constant, appKss�EC50, which changes
as the ant-agonist concentration increases, while the
maximal agonist binding or maximal agonist-depen-
dent response obtainable are unaffected at all
ant-agonist concentrations. In simple competitive ant-
agonism, the inhibitory effect of increasing an ant-
agonist concentration on maximal binding or response
of an agonist is always surmountable with high enough
agonist concentrations as described in Sections 2.4.9
and 2.4.10.

Meanwhile, in the simple non-competitive ant-agon-
ism of dose-response relations, only the maximal agonist
response in the presence of a so-called non-competitive
ant-agonist will be lower than the maximum of an
agonist-dependent response in the absence of an ant-
agonist, while the apparent agonist equilibrium dissocia-
tion constant, appKss, is unaffected by the presence of a
non-competitive ant-agonist and equal to Kss (cf. Section
2.4.5, Fig. 2.5, and Table 2.3).

On the contrary, for non-competitive binding, neither
the maximal binding nor the agonist dissociation
constant is affected (Table 2.3). This is not the conven-
tional understanding of ‘non-competitive ant-agonism’.

2.5. On Simple Ant-agonism and Simple
Intervention

In this sub-chapter, you will learn that when we develop
a certain theory in the form of a reaction scheme to

illustrate our concepts of competitive and non-compe-
titive ant-agonism, as described in Sub-chapter 2.4, such
a reaction scheme does not always yield the expected
solutions. Further, the solutions may deviate between
functional experiments and binding studies. This will be
clear when we summarize the conclusions about simple
ant-agonism and simple intervention in Tables 2.3 and
2.4. The theory developed and examined in this sub-
chapter is a so-called intervention model. In this model the
constant c, which was kept�1 in Sub-chapter 2.4, is now
allowed to vary.

2.5.1. Intervention and Non-competitive
Reaction Schemes

The non-competitive reaction scheme and variants
thereof were presented in Sections 2.4.5, 2.4.6, 2.4.7,
and 2.4.8. A condition for these schemes was the
assumption that the constant c equaled unity. Here, we
will analyze the impact of constant c varying freely above
as well as below unity in the full cyclic scheme of Figs.
2.1A or 2.4-1.

When the co-lateral intervention constant is equal to
unity, c�1, it is the same as saying that binding of an
interventor to a secondary site does not change the
binding of an agonist to its orthosteric binding site and
vice versa when an agonist binds to the orthosteric
binding site it does not change the equilibrium binding
constant for an interventor to its binding site, the
secondary binding site. Observe in this connection,
that a non-competitive ant-agonist/inhibitor is not the
same as a neutral ant-agonist.4

The non-competitive ant-agonist/inhibitor should in
a model-related sense be a ‘neutral interventor’ (see
Table 2.2).

Table 2.4. Effects in the Intervention Model on appKs

and Bmax or Rmax for Increasing Concentration of Interventor
[I] (Compare with Table 2.6)

appKs Bmax or Rmax (%) Comment

Binding c�0 �� 100 Competitive
0BcB1 � 100
c�1 Ks 100 Non-competitive
c�1 ¡¡ 100
Function c�0 �� 100 Competitive
0BcB1 � 00
c�1 Ks 00 Non-competitive
c�1 ¡¡ 00

Know your theoretical tools and what they can accomplish.

4 A neutral ant-agonist (see Milligan et al. 1995; Milligan & Bond 1997;
Richard et al. 2001; Foucaud et al. 2006) is something other than a
non-competitive ant-agonist, e: non-competitive ant-agonists/
inhibitors are defined by c�1, while neutral ant-agonists are defined
by system constant b�1. For constants b and c, see for instance the
allosteric two-state model (ATSM) in Chapter 7.
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However, that c is equal to unity is unlikely to be the
general case, since one would expect an ant-agonist/
inhibitor, on binding to the secondary binding site, to
cause a conformational change in the receptive unit,
and thereby a change in agonist-dependent binding and
activity. A quantification of this expected change is
taken care of by the co-lateral intervention constant c, as
shown in Figs. 2.1A and 2.4-1, equal to a full intervention
reaction scheme.

Function. Therefore, in functional studies, when c is
different from unity, both the apparent agonist dissocia-
tion constant, appKss, and the maximal agonist-depen-
dent response, Rmax, are affected. As already stated, in
classic theory this is referred to as mixed-inhibition (ant-
agonism). Thus, for c"1 (Fig. 2.4-1) which is the most
likely condition for ant-agonism/inhibition of mutually
inclusive ant-agonists/inhibitors, the relationship of dose-
response by agonist in the presence of an ant-agonist/
interventor will most likely demonstrate mixed behavior,
i.e., both Rmax and Kss are altered concomitantly.

2.5.2. Switch from ‘Ant-agonist’ to ‘Interventor’
in Binding and Function

For intervention schemes the fractional binding of an
agonist as the interventor concentration varies is given by:

occupancy

total
�

S

S � Kss �
� 1 � I=Kii

1 � (I=Kii) � c

� ; (2:16)

and, as the concentration of an interventor changes, the
fractional activity, which is dependent on an agonist, is:

response

total
�

S=(1 � (I=Kii) � c)

S � Kss �
� 1 � I=Kii

1 � (I=Kii) � c

� : (2:17)

Now I is not only symbol for an ant-agonist/inhibitor
but also for an interventor ligand.

Examples of semi-log plots of Eq. 2.16 for binding-
against-agonist concentration are shown in Fig. 2.7, and
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Figure 2.7. Plots of the intervention model for binding. In the first three panels the interventor concentration [I] is varied by a
factor 10 in five steps between 2 �10�1 (**) and 2 �103 (- ��- ��). In the last panel (c�20), the interventor concentration [I] is varied
by a factor 10 in five steps between 2 �10�3 (**) and 2 �10 (- ��- ��) yielding five plots in each graph. In c�0, the plots are for the
competitive situation. In c�0.2, the plots are for a negative intervention situation. In c�1, the plots are for a non-competitive
situation. In c�20, the plots are for a positive intervention situation. Tinted circles indicate the ED50 at 50% of the effective
binding (EB50). Kss�dissociation constant for S at primary s-site and Kii�dissociation constant for interventor ligand at
intervention i-site are both�1.
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response-against-agonist concentration (Eq. 2.17), is
shown in Fig. 2.8 when the interventor concentration
[I] is varied in five steps and with four different values
for constant c as well.

From Eq. 2.16 for concentration-occupancy it is fairly
straightforward to deduce that the apparent dissociation
constant appKss for intervention is equal to Kss �(1�I/
Kii)/(1�(I/Kii) �c), and thus may be above or below Kss

and that the maximal occupancy is reached at 100% as
the agonist concentration S increases (Fig. 2.7).

For intervention in the dose-effect relationship (Eq.
2.17, Fig. 2.8), we can show that the apparent dissocia-
tion constant appKss�Kss � (1�I/Kii)/(1�(I/Kii) �c)
may be above or below Kss and the fractional effect at
high agonist concentration is always B1 in the presence
of an interventor for c�0: Rmax�1/(1�(I/Kii) �c)
(Fig. 2.8). Thus, the interventor appears as a non-sur
mountable inhibitor.

For both the binding and functional schemes, it is
worth noting that the non-competitive ant-agonism/

inhibition appears for c�1 (Figs. 2.7C and 2.8C), and
competitive ant-agonism/inhibition type II for c�0
(Figs. 2.7A and 2.8A). Thus, non-competitive and
competitive ant-agonism are merely special cases of the
more general intervention theory.

In non-competitive ant-agonism/inhibition only the
Rmax in functional studies is affected (Fig. 2.8C), while
neither the maximal binding Bmax nor its agonist
equilibrium dissociation constant Kss are affected
(Fig. 2.7C). The fractional effect at high [S] in func-
tional studies will be Rmax�1/(1�(I/Kii), and in
binding studies the occupancy reaches maximum and
is always completely independent of [I] (Tables 2.3
and 2.4). Obviously when c�1 � the non-competitive
condition � then appKss is equal to Kss for both
occupancy and response studies (Table 2.4). System
constants for all these derived conditions, based on
theories, each from a portion of the four-pane reaction
scheme with one state as in Fig. 2.4-1, are summed up in
the Section 2.5.3.
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Figure 2.8. Plots of the intervention model for function. In the first three panels the interventor concentration [I] is varied by a
factor 10 in five steps between 2 �10�1 (**) and 2 �103 (- ��- ��). In the last panel (c�20), the interventor concentration [I] is varied
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2.5.3. Summary of Parameter Characteristics from
Simple Intervention

Based on both mutually exclusive and inclusive one-state
models, ME-OSM and MI-OSM, with an interventor
different from the agonist, we reach a conclusion on
the various effects an interventor may have on agonist-
induced maximal binding or maximal response and on
agonist affinity, 1/Kss, with different types of interven-
tion, as analyzed in Sections 2.4.5�6 and 2.4.9�10, and
for intervention in Sections 2.5.1 and 2.5.2. Examples of
plots of the intervention model are shown in Figs. 2.7
and 2.8. Conclusions from these sections are summar-
ized in Tables 2.3, 2.4 and 2.5. These results may be
compared with similar solutions and conclusions
reached by other authors on competitive and non-
competitive inhibition as well as mixed-inhibition and -
activation (Ariëns et al. 1964, pp. 287�321; Cheng &
Prusoff 1973; Laidler & Bunting 1973; Segel 1975, 1993
� mixed-inhibition, pp. 136�143; Levitzki 1978, pp. 11�
27; Dixon & Webb 1979, pp. 332�353; Varon et al. 2002;
Cornish-Bowden 2004, Chapter 5; Shou 2005). Exam-
ples in enzymology are of a more complex nature as they
include product formation and additional pathways.

2.5.4. The Un-competitive Reaction Scheme

The suggested reaction scheme for un-competitive5 ant-
agonism/inhibition (see Segel 1975, 1993, Fig. III-21;
Cornish-Bowden 1995, 2004) is a special case, a shor-
tened version of the MI-OSM described in Section 2.4.5
(Fig. 2.4-1). In the shortened version of the MI-OSM, the
receptive unit conformation IR is excluded. Now, the
un-competitive reaction scheme has the parameter c�1.
In the ‘un-competitive’ reaction of the shortened version
of MI-OSM, the interventor cannot bind to the un-
liganded receptive unit. This means that the receptive
unit must first bind an agonist before a second inter-
ventor ligand can bind. That is, an ordered reaction.
Parameter c is allowed to vary above and below unity in
the shortened version of MI-OSM, but in reality, in the
classical un-competitive scheme c�1. It is subsumed
into the dissociation constant Kii and we can put c as 1.
The reaction scheme for the shortened version of the
mutually inclusive one-state model is:

R�S�I?R?S�I?IR??S;

where only the R?S conformation is active or activatable.
R? and R?? in this reaction scheme signify conformations
different from R and from each other.

We can derive the fractional concentration-binding
and dose-response equations for this shortened mutually-

inclusive and one-state reaction scheme. For binding one
gets:

occupancy

total
�

S

S � Kss=(1 � (I=Kii) � c)
; (2:18)

and for the functional shortened MI-OSM it is:

response

total
�

S =(1 � (I=Kii) � c)

S � Kss=(1 � (I=Kii) � c)
: (2:19)

The system parameters for the fractional binding and
response of the shortened MI-OSM are summarized in
Table 2.5, its behavior in Table 2.6, and examples of
plots are presented in Fig. 2.9 for occupancy and Fig.
2.10 for function. All panels in Figs. 2.9 and 2.10 are for
the ‘un-competitive’ situation because when c varies it is
the same as Kii varies.

Table 2.5. Summary of the Relative Maximal Responses
(Rmax) and Maximal Occupancies (Bmax) and the Apparent
Dissociation Constant for Agonist S, appKss, in Two Simple
Mutually Inclusive Reaction Schemes, the Shortened Hetero-
tropic Mutually Inclusive One-state Model (amp-HE-MI-OSM)
and the Full Heterotropic Mutually Inclusive One-state Model
(HE-MI-OSM)

Type of study
with c"1 amp-HE-MI-OSM HE-MI-OSM

Parameters

Fractional response Bmax/Rmax (in%)
for high [S]

Concentration-
occupancy

100; surmountable 100; surmountable

Dose-response 100/(1�/(I=K ii)�c) 100/(1�/(I=K ii)�c)

Apparent dissociation constant
appKss�EC50

Concentration-
occupancy

Kss//(1�(I=K ii)�c) /

Kss � (1 � I=Kii)
#

(1 � (I=Kii) � c)

Dose-response Kss//(1�(I=K ii)�c) /

Kss � (1 � I=Kii)
#

(1 � (I=Kii) � c)

For the ‘un-competitive’ situation, amp-HE-MI-OSM, parameter Kii varies with c
as there are only two independent system constants (see Figs. 2.9 and 2.10).
#For c�1 appKssBKss; for cB1 appKss�Kss.

Table 2.6. Effects of the Shortened Intervention Model on
appKs and Bmax or Rmax for Increasing Concentration of
Interventor [I] (Compare with Table 2.4)

appKs Bmax or Rmax (%) Comment

Binding c�0 Ks 100 Competitive
0BcB1 ¡ 100
c�1 ¡¡ 100 Un-competitive
c�1 ¡¡¡ 100
Function c�0 Ks 100 Competitive
0BcB1 ¡ 00
c�1 ¡¡ 00 Un-competitive
c�1 ¡¡¡ 00

5 The term ‘un-competitive’ was introduced by Ebersole et al. (1944).
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2.5.5. Conclusions for Both Complete and
Shortened MI-OSMs

For comparison, Table 2.6 lists the parameter character-
istics based on the complete heterotropic MI-OSM
together with the equivalent terms for the shortened
heterotropic MI-OSM.

With a definition of ‘un-competitive’ as a concomitant
lowering of both the maximal response and the affinity
for agonists in the presence of an interventor, if we base
our modeling of such a behavior on either the shor-
tened or the complete MI-OSM, the conclusion is that
only in the functional versions of these models is the
‘un-competitive’ definition fulfilled. In the binding
versions of these models, we simply have ‘competitive’
ant-agonism (Tables 2.3, 2.4, 2.5 and 2.6).

A theory for non-competitive behavior in functional
studies is described by the heterotropic MI-OSM when
the co-lateral intervention constant is equal to unity, c�
1, while non-competitive behavior in binding studies
does not have a correlate in MI-OSM (Table 2.3).

Competitive ant-agonism/inhibition both in binding
and functional studies may be analyzed by the ME-OSM.

Strangely enough, competitive behavior in binding
studies can also be analyzed by the shortened MI-OSM
as well as the complete MI-OSM for all values of c
(Tables 2.3 and 2.4).

2.6. Co-lateral Intervention Coefficient and
Co-lateral Binding

2.6.1. ‘Co-lateral’ 6 in Two Terms

Caveat: The terms ‘co-lateral intervention coefficient’
and ‘co-lateral binding’ are two totally different con-
cepts.

Co-lateral intervention coefficient c appears in the inter-
vention reaction scheme (Fig. 2.4-1) with mutually
inclusive binding, meaning that both an agonist and
an interventor can bind simultaneously to their respec-
tive binding sites and affect binding or function of the
other ligand. Meanwhile, they cannot bind co-laterally in
this scheme.
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Figure 2.9. Plots of the shortened intervention model for binding. In all four panels the interventor concentration [I] is varied by
a factor 10 in five steps between 2 �10�1 (**) and 2 �103 (- ��- ��) yielding five plots in each graph. In c�0, the plots are for an
‘ordered’ competitive situation. In c�0.2, the plots are for the negative shortened intervention situation. In c�1, the plots are for
an ‘ordered’ non-competitive, un-competitive, situation. In c�20, the plots are for the positive shortened intervention situation.
Tinted circles indicate the ED50 at 50% of the effective binding (EB50). Kss�dissociation constant for S at primary s-site and
Kii�dissociation constant for interventor ligand at intervention i-site are both�1.

6 Co-lateral or collateral? ‘Co-lateral’ is chosen in favor of ‘collateral’.
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Co-lateral binding signifies that the substrate or agonist
is allowed to bind to both the primary binding site as
well as the secondary binding site (Figs. 2.4-2 and 2.4-3,
and Section 2.6.3) and that the interventor can also bind
to both binding sites, including the orthosteric binding
site (Figs. 2.4-3 and 2.4-4). The two ligands can switch
sites, and this ability of ligands to switch sites is defined
as co-lateral binding. Thus, co-lateral binding goes beyond
‘mutually inclusive’ binding, which only covers simulta-
neity in binding.

2.6.2. Co-lateral Intervention Constants and
Auto-intervention

In this chapter, ant-agonism and intervention by ligands
have, thus far, solely been induced by molecules other
than the agonists � i.e., hetero-intervention. We shall
deal further with intervention that is elicited by the
agonist itself. This type of intervention is also known as
‘auto-intervention’ (Fig. 2.4-2), and will be examined in
Chapter 3. In this reaction scheme there is an obligatory
co-lateral binding, RS or SR and SRS.

The co-lateral intervention constant for hetero-inter-
vention is described by c, while the co-lateral interven-
tion constant for auto-intervention is designated as c?, in
order to differentiate between the two co-lateral inter-
vention constants (Table 2.7 ). See Figs. 2.4-1 and 2.4-2
of the four-pane scheme for reasons to operate with
both c and c?.

2.6.3. Co-lateral Binding and Auto-intervention

A reaction scheme with co-lateral binding as well as
mutually inclusive binding � simultaneous binding for
both agonists and interventors � is illustrated in Fig. 2.4. It
is the complete four-pane one-state-model (FP-OSM).
The FP-OSM was used to derive the reaction schemes for
competitive ant-agonism/inhibition types I and II (ME-
OSMs) and for non-competitive and un-competitive ant-
agonism/inhibition as well, and, furthermore, expanding
into intervention models where both c and c? are above 0
(MI-OSMs). In Chapter 3, I describe an auto-intervention
model where only one type of ligand (substrate, agonist)
can bind to both an orthosteric and a secondary site
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Figure 2.10. Plots of the shortened intervention model for function. In all four panels the interventor concentration [I] is varied
by a factor 10 in five steps between 2 �10�1 (**) and 2 �103 (- ��- ��) yielding five plots in each graph. All plots are for variations in
agonist concentration. In c�0, the plots are for an ‘ordered’ competitive situation. In c�0.2, the plots are for the negative
shortened intervention situation. In c�1, the plots are for an ‘ordered’ non-competitive, un-competitive, situation. In c�20, the
plots are for the positive shortened intervention situation. Tinted circles indicate the ED50 at 50% of the effective response
(ER50). Kss�dissociation constant for S at primary s-site and Kii�dissociation constant for interventor ligand at intervention i-site
are both�1.
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simultaneously. It is an auto-intervention one-state model
(HO-MI-OSM), with co-lateral binding for the ligand (Fig.
2.4-2). Obviously, for interventors that can bind to
orthosteric as well as secondary binding sites, there is
also co-lateral binding, equal to the upper left quadrant of
the FP-OSM (Fig. 2.4-4).

2.6.4. Co-lateral Binding, Co-lateral Intervention
and the HOTSM/ATSM

After the FP-OSM has been transformed to its two-state
variant, a four-pane two-state model (FP-TSM; see Figs.
5.9 and 7.2), it will be employed to derive the homo-
tropic two-state model (HOTSM, Fig 7.1B) in Part II,
Chapter 7 (Bindslev 2004), which is a part of the FP-TSM
with co-lateral binding. However, note that an allosteric
two-state model (ATSM) (Hall 2000), which is also part
of the FP-TSM, and likewise described in Chapter 7,
does not allow co-lateral binding for the interventor,
modulator or agonist (Fig. 7.1A and Table 2.7). This, as
opposed to the lower right quadrant in the FP-OSM for a
primary ligand (Fig. 2.4-2), and the upper left quadrant
of the FP-OSM for a secondary ligand, an interventor
(Fig. 2.4-4). In these two quadrants co-lateral binding is
allowed and comparable to co-lateral binding in the FP-
TSM for an agonist and a modulator (Fig. 7.2).

2.6.5. Differences Between Intervention and
Negative Allostery

Negative allostery is first defined in Chapter 15 and
demonstrated in Fig. 15.10. Briefly, in functional studies
of negative allostery, a modulator molecule can lower
the maximal response similar to an interventor in the
intervention scheme (Fig. 2.8 and Table 2.3).

The difference between negative intervention and
negative allosteric modulation is that allosteric modula-
tion conceptually is based on two-state models, while the
intervention including un-competitive and non-compe-
titive ant-agonism/inhibition is in the realm of one-state
models. Two-state against one-state models is the differ-
ence. For the sake of organizing models in a meaningful
and manageable lattice that is also crystal clear, the

crucial concept of the difference between two-state and
one-state is further discussed in Chapters 5 and 15. If it is
not the key issue of the book, it is one of them.

2.7. A History on the Development of
Ternary-complex Models

2.7.1. Early Years

From 1914 models were suggested for the action (func-
tion) of enzymes altered through two different substrates
or ligands that interfere with the action of each other
(Michaelis 1914; Burk 1944 cited by Ebersole et al 1944;
and by Friedenwald & Maengwyn-Davis 1954a, pp. 163).
Burk termed the aberrant behavior ‘‘anti-competitive
coupling activation’’. Formalism for ternary complexes
with two substrates was developed in the following years
(Laidler & Socquet 1950; Friendenwald & Maengwyn-
Davis 1954a,b, pp. 154�190; Webb 1963; Mahler &
Cordes 1966; Cheng & Prusoff 1973; Segel 1975, 1993;
Birdsall et al. 1978; Tolkovski & Levitzki 1978; Dixon &
Webb 1979, pp. 79�82). In pharmacological literature,
similar and not always complete derivations starting with
Ariëns et al. (1955) appeared in the 1970s and 1980s
(Jacobs & Cuatrecasas 1976; Boeynaemes & Dumont
1980; Burgisser et al. 1982; Stockton et al. 1983).

2.7.2. Terminology for the Intervention
Scheme

The fully reversible reaction scheme for two ligands
binding at a single receptive unit is presented in Figs.
2.1A and 2.4-1, and appears in different settings. I call it the
intervention model. In principle, it is a heterotropic, one-
state ternary-complex model that is also ‘inclusive’, which
indicates that it allows binding of two ligands simulta-
neously. All these features are also part of the non-
competitive reaction scheme presented in Sub-chapter
2.4. The difference between a non-competitive reaction
scheme and the intervention scheme is that constant c
may deviate from unity in the intervention scheme.

The intervention scheme in Fig. 2.4-1 is described by
numerous authors, and is given different names depend-
ing on the text it appears in (Laidler 1956, 1958; Mahler
& Cordes 1966; Segel 1975, 1993; Birdsall et al. 1978;
Dixon & Webb 1979; De Lean et al. 1980; Stockton et al.
1983; Wreggett & De Lean 1984; Ehlert 1988; Costa et al.
1992; Cornish-Bowden 1995, 2004; Varon et al. 2002;
Shou 2005; see additional references in Table 2.1). For
instance, it is now standard in pharmacology to refer to
the scheme as ‘The ternary-complex model’, TCM, when
invoked for ligand and G protein interaction with a G
protein-coupled receptor (De Lean et al. 1980), and as
the ‘allosteric ternary-complex model’ when explicitly

Table 2.7. Models With and Without Co-lateral Intervention
and With and Without Co-lateral Binding

Type of model
Co-lateral

Intervention constant Binding

ME-OSM (Chapter 2) None (c�0) No
HE-MI-OSM (Chapter 2) c No
HO-MI-OSM (Chapter 3) c? Yes
FP-OSM (Chapter 2) Both c and c? Yes
ATSM (Chapter 7) c No
HOTSM (Chapter 7) c? Yes
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dealing with parameter c (Ehlert 1988). Meanwhile in
enzymology, when focusing on both its functional as well
as ant-agonistic possibilities, it is referred to as the
‘general modifier mechanism’ in order to avoid the
term ‘competitive’ (Topham 1990; Topham & Brockle-
hurst 1992), while when merely paying attention to its
ant-agonistic aspects it is referred to as the ‘mixed-
competitive reaction scheme’ (e.g., Webb 1963; Laidler
& Bunting 1973; Segel 1975, 1993, Chapters 5 and 6;
Dixon & Webb 1979; Cornish-Bowden 2004, Chapter 5)
or the ‘general non-competitive inhibition mechanism’
(Cha 1975). In enzymology in general, there are added
reaction paths of one-way product formation in relation
to the intervention scheme in Fig. 2.1A, and often the
term ternary-complex model in enzymology refers to
other types of reaction schemes (Cornish-Bowden 1995,
2004, Chapter 7).

Initially, and in particular with Ehlert’s derivations in
1988 for ligand interaction in pharmacology, we got the
full picture of formalism for the intervention model with
two different ligands at receptors, a primary ligand and a
secondary ligand, a G protein (Ehlert 1988; see also
Costa et al. 1992).

Ehlert (1988) has treated the ternary-complex model in
much detail and derived its formulation both for binding
and functional experimentation. Ehlert’s derivations
were performed with the specific purpose of extracting
affinity constants of occupancy and activity for GPCRs on
binding ligands, including G proteins. Meanwhile, with
regard to the terminology in this book, Ehlert’s use of the
word ‘allosteric’ is misleading. Observed from a modeler’s
view, Ehlert’s ‘allostery’ is unfortunately purported by
others (Kenakin 2004a,b, 2007; Christopoulos et al. 2004,
Vauquelin & von Mentzer 2007, Fig. 213).

I want to use a novel expression to designate the
reaction scheme in Fig. 2.4-1. This in order to avoid
imprecise designation and confounding connotations,
such as (1) ‘inhibition’ and ‘competition’ used in
enzymology, and (2) ‘ternary-complex’ and ‘allosteric
ternary-complex’ as used in receptology. Therefore, I
suggest to call the reaction scheme in Fig. 2.4-1 ‘the
intervention scheme’, hopefully leaving room for possi-
ble interactive measures as well as associations that
include both positive and negative effects in the epithet
‘intervention’. A designation that fully covers the reaction
scheme in Fig. 2.4-1 is a ‘‘heterotropic mutually inclusive
one-state ternary-complex model with interaction para-
meter c]0 � possibly different from unity � and with no
‘co-lateral binding’ of ligands’’. This is too cumbersome,
justifying a short designator as ‘intervention’ (see Sub-
chapter 2.6 for more on co-lateral binding).

Note that the intervention scheme in Fig. 2.1A is an
integral part of the FP-OSM (Fig. 2.4-1), a reaction
scheme in which co-lateral binding is allowed in some
quadrants.

Can you find the quadrants in Fig. 2.4 where the co-
lateral binding is allowed? The answers appear in
Section 2.6.1.

2.7.3. Auto-intervention One-state Model

For the homotropic mutually inclusive and intervention
one-state model (HO-MI-OSM) in binding and action
with identical ligands in a ternary complex, derivations
started early on with the equation by Hill (1910), the
formulation by Adair (1925), and Haldane’s ‘substrate
inhibition’ (Haldane 1930), and was then followed by
Pauling and Wyman, culminating with a derivation given
by Laidler (Laidler & Hoare 1949; Laidler 1956, 1958,
pp. 77�80) invoking an intervention constant equal to c?
as described in more detail in Chapter 3.

2.7.4. The Name of the Game

In this section, in an attempt to clarify which model is
treated, I shall use the designation HE-MI-OSM for the
simple TCM with heterologous ligands and HO-MI-OSM
for the simple TCM with homologous ligands. Thus, the
simplest TCM with full reciprocity where two different
ligands interact simultaneously (mutually inclusive)
(Figs. 2.1A and 2.4-1) but not co-laterally (see Section
2.6.2) is HE-MI-OSM. When two identical ligands inter-
act, the model is the HO-MI-OSM (Fig. 2.4-2). The
HE-MI-OSM is described in Sub-chapter 2.5, while the
HO-MI-OSM is treated in Chapter 3. The behavior of
parameters in the two models, HE-MI-OSM and HO-MI-
OSM, for both binding and function are listed in Tables
2.3, 2.4, 2.5, and 3.1.

2.7.5. The HE-MI-OSM Looks Like the
HO-MI-OSM

It is worth noting that plots of a HE-MI-OSM may
become equal to plots for the HO-MI-OSM. In case the
two different ligand, agonist and interventor, in the HE-
MI-OSM are combined in a mixture and this mixture is
used for changing the ligand concentration, then [S]
and [I] are changed simultaneously and the plots
become identical to plots of the HO-MI-OSM (Fig.
2.11) (see Chapter 3 for more details).

2.8. Surmountable and Insurmountable
Synagics

2.8.1. The Development of ‘Surmountable’

The two terms ‘surmountable’ and ‘insurmountable’
were originally introduced for functional assays by
Gaddum et al. (1955) to characterize the behaviour of
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dose-responses equal to that expected for competitive
(surmountable) and non-competitive (insurmountable)
ant-agonism/inhibition. Surmountable synagics were
characterized by a rightward shift in dose-responses
always reaching the maximum level by a high enough
agonist concentration (Fig. 2.7), while insurmountable
synagics had decreasing maximum responses as the ant-
agonist concentration increased, independent of in-
creasing agonist concentrations (Fig. 2.8).

The physical realities behind observed surmountable
and insurmountable functional dose-responses are
much more diverse than merely being explained on
the grounds of competitive and non-competitive syna-
gics. Vauquelin et al. (2002) provide a good review on
the subject, however, their use of the concept ‘allos-
teric’, as based on a so-called Kaumann model (Kau-
mann & Frenken 1988), is not in line with its use in this
text. The Kaumann model does not include un-liganded

activity, which is a hallmark of allosteric models. Reasons
for insurmountable dose-responses such as dissociation/
limitation or diffusion/limitation (biophase) were de-
tailed by Rang (1966) and, recently, a detailed descrip-
tion for assessing system constants in insurmountable
analysis has reappeared (Kenakin et al. 2006).

The concepts of surmountability/insurmountability
remain (Christopoulos 2001; Takezako et al. 2004;
Mathiesen et al. 2006). Today, it is often assumed to
relate to non-equilibrium or hemi-equilibrium explana-
tions and therefore more often suggests an analysis of
time-dependence in the models to analyse this kind of
non-competitive-like behaviour (Paton & Rang 1965;
Lew et al 2000; Avlani et al. 2004; Mathiesen et al. 2006,
Kenakin et al. 2006; Vauquelin & Szczuka 2007), while
others lean towards other explanations of a conforma-
tional change in the receptor per se, one being so-called
‘network-leaning’ (Takezako et al. 2004).

Figure 2.11. Plots of the intervention model in three-dimensions. Upper right panel shows dose-response plots for the
intervention model in 3-D, where the substrate (agonist) and the interventor concentrations are the independent variables and
also vary independently of each other. The interventor concentration is varied by a factor 10 in five steps from 10�2 to 102

yielding five 3-D surface plots. In this model (Fig. 2.4-1) there is no co-lateral binding possible. The two lower panels are contour
plots of the model for I/Kii�10�2 and I/Kii�102. With a fixed concentration ratio between substrate (agonist) and interventor a
2-D graph as in the upper left panel may appear with an interventor concentration varied by a factor 10 in five steps from 10�2

(**) to 102 (- ��- ��). A graph similar to the 2-D graph will also be the consequence in case a single ligand (agonist) is capable of
co-lateral binding that may lead to ‘auto-ant-agonism’ (substrate inhibition) (see Figs. 3.2 and 3.3 and auto-intervention functions
in Chapter 3). Maximal response�100% and co-lateral intervention coefficient c�10�3. Kss�dissociation constant for S at
primary s-site and Kii�dissociation constant for interventor ligand at intervention i-site are both�1.
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2.8.2. Summary of the ‘Surmountable’

The two types of simple ant-agonism/inhibition, com-
petitive and non-competitive, may be summarized in a
‘narrow’ manner by statements of ‘surmount-ability’:

In non-competitive ant-agonism/inhibition, the relative
effect of ant-agonists/inhibitors is always independent of
varying concentrations of the agonist evoking a response.
No matter what the value of a fixed concentration of an
agonist, S?, the full response is always reduced by the
fraction 1/(1�I) in the presence of non-competitive

ant-agonists/inhibitors. The ant-agonism/inhibition is
said to be insurmountable (Figs. 2.7C and 2.8C).

In competitive antagonism/inhibition, the relative effect
of ant-agonists/inhibitors is always dependent on the
concentrations of the agonist evoking a response, with
an apparent dissociation constant for the ant-agonist/
inhibitor Kxi equal to (Kss/S) �(1�I/Kxi), where Kxi is
either Ksi or Kii. The ant-agonism/inhibition is said to be
surmountable, since with an increasing concentration of
S, the effect of competitive ant-agonism/inhibition may

Box 2.1. Some papers on HAP- and Mon-land models for allostery and co-operativity

Parameters. The letter K is most often used to indicate an equilibrium dissociation constant and the letter A an
equilibrium association constant. The present text varies between association and dissociation constants as most
convenient. At K and A, subscripts are nearly always included as signifiers, while superscripts are often omitted.
For subscripts and superscripts, see below.

about an already bound ligand

about a ligand to be bound

site bound at

site to be bound at

type of bound ligand

type of ligand to be bound
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Ligands. A typical symbol for ligands such as substrates, agonists or transportees (transported molecules) is S, while
inhibitors, ant-agonists or interventors are designated with I, and modulators equal to allosteric ligands with M.

Receptive units. The symbol for a receptive unit as an enzyme, a receptor, or a transporter is usually R. Receptive
units often have more than one binding site. For a receptive unit with two binding sites, see, e.g., Fig. 2.1A. In
reaction schemes, symbols to the right of the R term mean that they stand for ligands bound to a primary site
on the receptive unit, for instance RS. When ligand symbols are to the left of the symbol R they indicate binding
to a secondary site on the receptive unit, for instance IR. A primary binding site is also termed an ‘orthosteric’
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always be overcome (Figs. 2.7A and 2.8A). Since its
introduction (Gaddum et al. 1955), the concepts of
being surmountable/insurmountable have developed
and, currently, seem to be employed in a more loose
sense than defined above (Vauquelin et al. 2002 and
references therein; Vauquelin & Szczuka 2007).
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Box 2.1 (Continued)

site, and a secondary binding site may be termed an ‘intervention’, ‘modulation’, or ‘allosteric’ site. For a
receptive unit with two states in un-liganded conformations, see, e.g., Fig. 2.1B. These are represented by, for
instance, the following two symbols: R and R*, where R is the reactive (not yet active) conformation and R* is an
active conformation.

Subscripts and superscripts. Symbols and conventions are described for subscripts and superscripts at K and A. See
Box 2.1 figure with K as an example.

Subscripts may contain one or two signifiers. In case only one position is filled it refers to the ligand to be bound,
for instance Ks is a dissociation constant for ligand S to be bound. If both positions in the subscript are
presented, the first signifier indicates the site to be occupied, and the second signifier indicates the ligand to be
bound.

The primary binding site is signified by s, and the secondary binding site is signified by i or m. Signifier i for the
secondary site is related to intervention models (see text), while signifier m is related to the secondary site in
allosteric models.

Three examples: (1) Ass designates an association constant with the primary binding site to be occupied by ligand
S; (2) Kis designates a dissociation constant for binding to the secondary binding site by a ligand S; and (3) Aii

indicates an association constant for binding to the secondary site of ligand I.
Superscripts. When a superscript is included, the same rules as those for subscripts apply except it is now for

ligands already bound to the receptive unit, see Box 2.1 figure. The K in Box-figure signifies a dissociation
constant for ligand S ready to bind to a secondary site in a receptive unit to which another ligand I is already
bound at the primary binding site.

For practice, first write (A) the equilibrium dissociation constant for an agonist S binding to a secondary binding
site, assuming intervention models, and include the reaction scheme for such a process. Next write (B) the
dissociation constant for a modulator, i.e., assuming allosteric models, binding at a primary site with an agonist
already bound to the secondary site. The solutions are at the bottom of the Box.

Additional examples of parameter signifiers. The conformational constant for a switch between a reactive (not yet
active) receptor state R and an active receptor state R* is usually designated with an L. Thus, R*/R�L. In case
an agonist is already bound to an orthosteric site m the receptive unit before a conformational change, this is
indicated in superscript. Thus, for instance, Ls, Lss, or L’ are for RSXR*S as in the dC&K model (Chapter 5),
and Lis is for SRXSR* as in the homotropic two-state model (Chapter 7).

(A)Kis:R�SXSR,noticeSattheleftofRintheSRcomplex.
(B)K

ms
sm:
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3CHAPTER

Auto-inhibition and
Auto-intervention in
One-state Models

Several separate issues relate to biological self-regulation.
In the field of ligand�receptor interactions, auto-regula-
tion may relate to either ligand-induced alterations of a
receptive unit or to control induced within receptive
units per se; before further down-stream regulations
through feedback.

The themes of this chapter are divided into four
divisions. The first division comprises of formulations
for the modeling of ligand-dependent auto-inhibition
(sub-chapters 3.1�3.3), as well as for a so-called ‘low-
dose hook-effect’ (sub-chapter 3.4); all related to simple
auto-intervention in one-state models.

The second division is a general introduction to
biological auto-regulation and control (sub-chapter
3.5) which includes reflections on the meaning of ‘self’.

The third division deals with concentration-dependent
auto-inhibition and time-dependent phenomena, such as
ligand-induced desensitization, both types eliciting auto-
regulatory inhibition in receptive systems with only one
type of ligand present (sub-chapter 3.6). Sub-chapter 3.6
also treats various aspects of desensitization including
homologous and heterologous desensitization with actual
examples of intrinsic (receptor-dependent) and extrinsic
(phosphorylation-dependent) desensitization.

The fourth division includes additional examples of
models related to ligand-dependent auto-inhibition and
desensitization (sub-chapter 3.7).

3.1. Auto-intervention. Its Start and
Terminology

The formulation of auto-intervention has its own history,
it requires certain conditions, and uses a special termi-

nology. Therefore, before formulation of auto-interven-
tion in sub-chapter 3.2, I will recount some conditions
and give examples of terms related to auto-intervention.

3.1.1. The Start of Formulating Ligand-dependent
Auto-inhibition

Enzymatic substrate-inhibition was originally formulated
in 1930 by Sir John Burdon Sanderson Haldane in his
treatise ‘Enzymes’ (Haldane 1930) (see Section 3.2.2).

Long before scientists from other fields, including
physiology, enzymologists were formulating a self-
induced inhibition by activating ligands, i.e., substrates.
Evidently, inhibition can take place for enzymes at high
substrate � ‘agonist’ � concentrations, even when feed-
back inhibition due to product generation is ruled out
(Kaiser 1980; Kuhl 1994). Thus, no regulatory mechanism
can explain the concentration-dependent attenuation of
enzymatic activity at high substrate concentration �
‘substrate inhibition’ � other than through the substrate
itself at a likely regulatory site. The result is bell-shaped
dose-response curves. Similarly, ligand-induced inhibi-
tion at high concentration, which might yield bell-shaped
synagics, is seen in many other fields including receptor
studies (Trist & Leff 1985; Winding & Bindslev 1993;
Bronnikov et al. 1999; Accomazzo et al. 2002; Hornigold
et al. 2003; Schlee et al. 2006) and transport experiments
with channels (Jow & Numann 1999; Murayama et al.
1999; Zwart & Vijverberg 2000; Hapfelmeier et al. 2003;
Hong & Wang 2005), with pumps (Andersen et al. 2001;
Bucher et al. 2005; Einholm et al. 2007), with co-
transporters (Berthelot et al. 2005), with uniporters
(Alpers 2005; Vieira et al. 2005), and in motor string
formation (Hayashi et al. 2007).
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3.1.2. A One-state Model to Analyze Ligand-
dependent Auto-inhibition

Chapter 2 focused on simple inhibition by ligands different
from the stimulatory agonist. In competitive type II and non-/
un-competitive intervention, binding of an interventor ligand
at a secondary site prevents either the binding of agonists at
the primary site or the possible conformational change
needed for activation of the receptive unit. This is the
hetero-intervention model without co-lateral binding pre-
sented in sub-chapter 2.5. On the contrary, as described
here, in auto-intervention just one ligand is present and this
ligand can now bind at the same time to an orthosteric site as
well as to a secondary binding site. That is, co-lateral binding is

possible and efficacy and affinity interactions between sites
may be invoked concomitantly with a single type of ligand
(depicted in Section 2.6.3 and shown in Fig. 2.4-2). Again, I’ll
use the terms ligand, agonist, and substrate interchangeably.

3.1.3. Auto-inhibitory Concentration-binding and
Dose-response Relationships

Three simple reaction schemes of auto-inhibition are
shown in Fig. 3.1A, B, and C. The scheme in Fig. 3.1C is
equal to the lower right quadrant of the four-pane one-
state model (FP-OSM), shown as quadrant number 2 of
Fig. 2.4. This scheme has simply three parameters due to
microscopic reversibility (e.g., Colquhoun et al. 2004).
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Figure 3.1. Forms of the auto-intervention one-state reaction scheme (AI-OSM). The models have two binding sites for the
same ligand in a receptive unit R. (A) Haldane’s model for substrate inhibition with the conformation SR missing (Haldane 1930).
(B) Laidler-Hoare’s model for substrate inhibition (Laidler & Hoare 1949). (C) The complete auto-intervention model. Panel D
details the liganded species in negative and positive functional intervention and in intervention occupancy by circling the species.
Function, activity, is indicated by arrowheads. Parameter c? is a co-lateral interaction coefficient in a single-ligand system.
Parameter c? is ]0 in the complete model.
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The three reaction schemes in Fig. 3.1 have a receptive
unit with a primary and a secondary binding site, where a
ligand S can bind to both the primary site and to the
secondary site simultaneously. As mentioned, this means
that the binding of a ligand S is both co-lateral and
mutually inclusive, as defined in sub-chapter 2.6. Binding
of a ligand to the secondary site is assumed to prevent
activation of the receptive unit, i.e., the receptor con-
formations SR and SRS are possible but not activatable
(Fig. 3.1B�C). In such reaction schemes, only the RS
conformation is ready to undergo the change to an active
conformation, while SR and SRS are dead, functionally
speaking. Such a behavior is designated ‘auto-inhibition’
or as ‘negative co-operativity’ by some, and in enzyme
literature it is known as ‘substrate-inhibition’.

In our present model of functional studies, since both
conformations SR and SRS are non-active, the activity
will always drop to zero at high enough agonist con-
centration, yielding a bell-shaped dose-response curve
(Sections 3.2.2 and 3.2.3) (Haldane 1930; Laidler &
Hoare 1949; Laidler 1956, 1958; Harper 1971).

3.1.4. Auto-intervention May Yield Bell-shaped
Synagics and Changes in Apparent Kd

In auto-inhibition schemes as in Fig. 3.1, the agonist S
behaves both as an agonist when binding to the primary
site and as a negative interventor when it binds to the
secondary binding site of a receptor and prevents
function. Therefore, in functional studies, it turns out
that the negative intervention always results in bell-
shaped dose-responses, while in binding assays only the
apparent dissociation constant differs from the real Kd.
In models representing binding studies, the maximum
occupancy is unaffected by auto-inhibition.

In receptor literature without a specific model, auto-
inhibition is known as ‘negative co-operativity’, while in
literature on carriers such as hemoglobin, ‘positive co-
operativity’ is the characterizing term for augmented
binding of O2 at increasing O2 concentration. Notice
though, for carriers such as hemoglobin, as the con-
centration of the ligand increases, only the binding assay
come into play where the result in comparison with
simple load is an accelerated binding. Therefore, in the
present context with one-state models, I suggest the
term auto-intervention, which covers both changes in
apparent Kd, shallow or accelerated binding in concen-
tration-occupancy relations, and full-blown bell-shaped
dose-effects of self-inhibition. Accordingly, throughout
this text, where one-state models are assumed, I will use
the term ‘auto-intervention’ and reserve similar terms as
‘co-operative’ or ‘auto-modulation’ for allosteric two-
state models (ATSMs) (Chapters 7 and 15). Herewith,
we can discriminate between one- and two-state models
and indicate which type of model is employed in

our analysis. Of note, terms such as ‘auto-intervention’,
‘co-operativity’, and ‘auto-modulation’ do not preclude
positive effects. Thus, with a one-state model for O2-
binding to hemoglobin there is ‘positive auto-interven-
tion’ revealed as steepened dose-response curves.

Usually the term ‘negative co-operativity’ does not
cover for bell-shaped dose-responses, but rather for
shallow synagics below the load-hyperbolic dose-
response profile. Therefore, when analyzed by one-state
models, a bell-shaped dose-response is also better desig-
nated with ‘negative auto-intervention’ or ‘auto-inhibi-
tion’. Auto-intervention is either positive or negative.

The diagram in Fig. 3.1A is a scheme for ‘auto-un-
competitive inhibition’ and the diagram in Fig. 3.1B
is a scheme for ‘auto-non-competitive inhibition’ (auto-
ant-agonism). However, since both these reaction
schemes are merely special cases of Fig. 3.1C, that is
c?"1 versus c?�1, we can include Fig. 3.1A�B reaction
schemes under the term ‘auto-intervention’.

For auto-intervention as presented in Fig. 3.1, observe
that the terms ‘positive’ and ‘negative’ are related
directly to which conformations are active or non-active
and not to parameter c?, cf. for instance with top and
bottom row in Fig. 3.1D.

3.1.5. Auto-intervention is Hetero-intervention-like

The reaction scheme of auto-intervention in Fig. 3.1C is
also depicted in a quadrant of the FP-OSM reaction
scheme shown earlier (Fig. 2.4-2). Furthermore, the
system to be analyzed as shown in Fig. 3.1C, is a look-a-
like of the hetero-intervention type reaction scheme
shown in Fig. 2.4-1 and discussed in sub-chapter 2.5.
Auto-intervention in one-state models is hetero-interven-
tion-like because binding at the two sites are mutually
inclusive and the co-lateral intervention constant c’ is not
necessarily equal to unity, which is also the case for the
co-lateral intervention constant c of the hetero-interven-
tory reaction scheme (cf Fig. 2.4-1). The novelty in the
present auto-intervention one-state model, as mentioned
above, is the possibility of the same ligand interacting with
both a primary site and a secondary site, equal to co-
lateral binding. Co-lateral binding was not possible in the
one-state hetero-intervention reaction scheme (sub-
chapter 2.5 and Fig. 2.4-1).

3.2. Formulation of Auto-intervention

3.2.1. Equations of Distribution for Simple
Auto-intervention

For the formulation of a one-state reaction scheme with
one-ligand and a two-site receptive unit with co-lateral
binding as shown in Fig. 3.1C, I first list the possible
receptor conformations and system constants:
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R A receptive unit with two-binding-sites, an agonist S
can bind both to a primary site (RS) as well as to a
secondary site (SR).

As before, symbols for receptor species in reaction
schemes may also stand for the concentration of
receptors and receptor-complexes, thus, R is also [R].

RS�R �S/Kss The agonist, S, is bound at a primary
site in the receptive unit R. Tacitly,
RS is also symbol for the active form
R*S, which gives functional life to
the receptor through a conforma-
tional isomerization. Kss is the dis-
sociation constant for S at the
primary site.

SR�R �S/Kis SR is a complex of the receptive unit
R with an agonist S bound at a
secondary or intervention site. Kis is
the dissociation constant for S at a
secondary site. SR is assumed non-
active.

SRS�R �(S/Kss) �
(S �c?/Kis)

SRS is the complex of a receptive
unit with an agonist bound simulta-
neously to its primary and secondary
sites. SRS is assumed non-active.

c? A co-lateral intervention constant for
ligand binding at one site when the
other site is already liganded with
the same type of ligand. Compare
parameters c and c? in Figs. 2.4-1 and
2.4-2.

As we shall soon experience, the assumption that both
conformations SR and SRS are non-active is what leads
to negative auto-intervention in the model.

To simplify matters, it is tacitly assumed that the
reactive RS complex is in fast equilibrium with its
activated state R*S, although this conformation of the
receptive unit will not be included in our formulation.
Since we operate with a one-state model for auto-
intervention, explicit formulations of R* in general will
not appear here; only later in TSMs (Chapters 5 and 7).

3.2.2. JBS’s Formulation of Substrate Inhibition

Haldane1 (1930, pp. 84�85) formulated the following
equation in order to describe inhibition of enzymes at
high substrate concentrations:

p

e
�

x

K1 � x � x2=K2

; (3:1)

which may by transcribed to the terminology used in this
book for the receptor reaction scheme as highlighted in
Fig. 3.1A:

ar

TR
�

S=Kss

1 � S=Kss � (S=Kss � S=K?is)

�
S

Kss � S � S2=K ?is
; (3:2)

where p/e equals the fractional activity of actual
response over total receptive units�ar/TR, x�S�
substrate or agonist concentration, K1�Kss, and K2 �
K ?is: The parameter K ?is is the equilibrium dissociation
constant for S at an intervention site when S is already
bound to the orthosteric site. K ?is is also equal to Kis �1/c?
(cf Fig. 3.1A�C). The value of c? may thus be included
in the new parameter K ?is (see Section 3.2.3).

The functional dose-response relation according to
Eq. 3.2 is shown in Figs. 3.2A�B and 3.3A�B.

In his reaction scheme, Haldane disregarded a fourth
conformation of the receptor, viz. SR, by only including
the R, RS, and SRS forms of the enzyme, and therefore
only included two equilibrium constants. Haldane’s
model resembles un-competitive ant-agonism, where
binding to the secondary site is only possible when the
primary site is liganded (Section 2.5.4) (Segel 1975,
1993, pp. 136�143).

Haldane’s scheme is an ordered reaction scheme with
a single type of ligand (see Chapter 6).

Lineweaver and Burk expanded the Haldane scheme
slightly by allowing an exponentiation to a higher order
than 2 (Lineweaver & Burk 1934; Nayyar & Glick 1956).

3.2.3. A More Complete Model for Auto-
intervention in Functional Assays

Although assuming that c?�1, a more complete dis-
tribution equation in functional assays of auto-interven-
tion than that of Haldane can be formulated by
including the SR conformation of the reaction scheme
as shown in Fig. 3.1B. Its dose-response equation reads:

ar

TR
�

S=Kss

1 � S=Kss � S=Kis � (S=Kss � S=Kis)

�
S

Kss � S � S � Kss=Kis � S2=Kis

; (3:3)

with a denominator representing all four receptor
conformations. In 1949 (Laidler & Hoare), a similar
equation had already been derived tacitly assuming
parameter c? to be 1.

1 JBS Haldane held a professorship in physiology and was a reader in
biochemistry when his book ‘Enzymes’ was published. He is one of my
favorite milestone-idols in natural sciences, including population
genetics. Among many other qualities, he was physically strong,
smart, stubborn, sturdy, Stalinist, super-kind humanist, and bloody-
minded. Quite an impossible man with a ferocious memory and
intellect. JBS is decently depicted in a biography by Roland W. Clark
(1968).
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Plots of Laidler and Hoare’s dose-response curves for
function are shown in Figs. 3.2C�D and 3.3C�D. The
Haldane and Laidler-Hoare dose-response curves in
functional studies are always bell-shaped. In both
schemes when Kis/Kss�1000, the maximal response
approaches 100% and there is a broadening of the
maximum plateau as the ratio increases (Fig. 3.3 panels
A�B and C�D). When the ratio Kis/Kss falls below
1000, the two legs of the bell merge and the maximum
response falls towards zero (Fig. 3.2 panels A�B and C�
D). Furthermore, as Kss increases separately, the left leg
of the bell is right-shifted (Figs. 3.2C and 3.3C), whereas
when Kis increases separately, the right leg of the bell
moves to the right (Figs. 3.2D and 3.3D). When both Kss

and Kis increase (move to the right) in a fixed ratio, the
bell moves unchanged to the right as well (not shown).

Compared with the Laidler-Hoare scheme, Haldane’s
omission of SR does not dramatically alter the shape of the
negative auto-intervention curve as long as Kis/Kss�100
(Figs. 3.2A�B versus C�D and 3.3A�B versus C�D).

Notice, conformations involving the term S/Kis do
not appear in the nominator of functional expressions
(Eqs. 3.2 and 3.3), as they are considered non-functional
conformations, while in binding studies, these terms

must appear in the nominator! Therefore, the above
equations are valid for functional studies, but not for
binding studies.

So far, we have assumed that c? is equal to 1, meaning
that K ?is �Kis or K ss

is �Kis . See Box 2.1 on parameter
sub- and superscripts.

3.3. Completion of the Simple
Auto-intervention Model

3.3.1. Auto-intervention for Function with
Intervention Constant c?"1

It is time to derive a formulation of the complete
distribution function for the auto-inhibition one-state
reaction scheme by including a co-lateral intervention
parameter that deviates from unity, c?"1, as presented
for functional studies in Fig. 3.1C. I re-emphasize that
the co-lateral intervention constant c in the hetero-
intervention reaction schemes is now replaced with c
apostrophe (c?), just to indicate that they are two
different parameters in two different reaction schemes.
The apostrophed intervention constant c? is for two
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Figure 3.2. Functional dose-response curves of the three reaction schemes in Fig. 3.1. In A, C, and E, Kss vary between 10�2

(��) and 102 (� �� �) in five steps by a factor 10, while Kis�1. In B, D and F, Kis vary between 102 (��) and 10�2 (� �� �) in five steps
by a factor 10, while Kss�1. Co-lateral coefficient c? is 1 in A, B, C, and D, and c? is 0.01 in E and F.
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identical ligands (Figs. 2.4-2 and 3.1C), whereas the
intervention constant c, without an apostrophe, is for
two different ligands (Fig 2.4-1).

Furthermore, I continue formulations by still employ-
ing dissociation constants instead of association con-
stants in order to compare with formulations by
Haldane and Laidler-Hoare in Sections 3.2.2 and 3.2.3.

For an equation of dose-response for the complete
functional auto-intervention scheme (Fig. 3.1C), with
the terminology given in Section 3.2.1, you should get:

ar

TR
�

S=Kss

1 � S=Kss � S=Kis � (S=Kss) � (S � c?=Kis)
; (3:4)

which may be rewritten to:

�
S

S � S � Kss=Kis � S2 � c?=Kis � Kss

: (3:5)

The dose-response curves of this equation for the
complete reaction scheme of negative auto-intervention
is depicted in Figs. 3.2E�F and 3.3E�F. When an
agonist is also a negative interventor in its own trans-
duction pathway, it can be both a stimulator at low
concentrations and an auto-inhibitor at higher concen-

trations. Again, the negative intervention is due to non-
active conformations with S bound at the i-site.

The manner in which the three parameters Kss, Kis,
and c? affect the bell-shaped dose-responses is written up
in Table 3.1A.

The distribution function in Eq. 3.5 of a negative
complete auto-intervention model for activity was deri-
ved in the 1950s (Segal et al. 1952; Botts & Morales 1953;
Laidler 1956, 1958, pp. 77�79), and later even more
elaborately analyzed by Harper (1971). Modern versions
may be found in Shou (2005).

3.3.2. Other Model Approaches to
Experimentation Yielding Bell-shaped
Synagics

Mathematical modeling and parameter determination
for bell-shaped synagics is possible with either a double-
load or a double-Hill formulation (see, e.g., Szabadi 1974;
Jarv et al. 1993; Rovarti & Nicosia 1994; Tucek et al. 2002;
Griffen et al. 2003; Hornigold et al. 2003). However, a
mechanistic interpretation of obtained parameter values
is meaningless with these approaches. Therefore, let us
return to aspects of the auto-intervention model.
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Figure 3.3. Functional dose-response curves of the three negative intervention schemes in Fig. 3.1D. In A, C, and E, Kss vary
between 10�5 (��) and 10�1 (� �� �) in five steps by a factor 10, while Kis�1000. In B, D, and F, Kis vary between 105 (��) and
101 (� �� �) in five steps by a factor 10, while Kss�0.001. Co-lateral coefficient c? is 1 in A, B, C, and D, and c? is 0.01 in E and F.
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3.3.3. Auto-intervention for Binding with
Intervention Constant c?"1

Next, let us look at the reaction scheme for auto-
intervention in a concentration-binding regime, where
receptive units with two bound ligands count twice (Fig.
3.1C). The fractional binding in this reaction scheme
has the following equation:

occupancy

total
�

S=Kss � S=Kis � 2 � (S=Kss) � (S � c?=Kis)

1 � S=Kss � S=Kis � 2 � (S=Kss) � (S � c?=Kis)
;

(3:6)

which also reads:

occupancy

total
�

S

S �
Kss

1 � Kss=Kis � 2 � S � c?=Kis

: (3:7a)

The terms multiplied by a factor 2 take care of the
double-liganded receptive units.

Similar equations for binding in the Laidler�Hoare
and Haldane’s reaction schemes are as follows:

occupancy

total
�

S

S �
Kss

1 � Kss=Kis � 2 � S=Kis

: (3:7b)

for the Laidler�Hoare scheme shown in Fig. 3.1B, and:

occupancy

total
�

S

S �
Kss

1 � 2 � S=K ?is

: (3:7c)

for the Haldane scheme shown in Fig. 3.1A.
Examples of plots for these concentration-binding

relationships are shown in Figs. 3.4A�B and 3.5A�B
for Haldane, Figs. 3.4C�D and 3.5C�D for Laidler-
Hoare, and Figs. 3.4E�F and 3.5E�F for the complete
auto-intervention scheme. Table 3.1B gives a summary
of the effects on binding steepness by varying one of the
three parameters Kss, Kis, and c?.

When occupancy is by a radioactive isotope and
displacement is by an identical cold isotope, Eq. 3.7a is
expanded and can demonstrate the so-called ‘low-dose
hook-effect’ (see sub-chapter 3.4).

3.3.4. Positive Auto-intervention in Functional
Studies

Positive auto-intervention of function is described by a set
of equations similar to Eqs. 3.7a�c for binding with the
sole modification that the factor ‘2’ is omitted. Therefore,
plots of positive functional auto-intervention are almost
identical to plots of the concentration-binding relations
shown in Figs. 3.4 and Fig. 3.5. The steepness of the dose-
response relations are determined by the value of para-
meters Kss, Kis, and c?. The effects of varying one of the
three parameters on this dose-response steepness are
quantified by the Hill coefficient nH in Table 3.1C.

3.3.5. Conversion of Hetero-intervention into a
One-state Substrate Inhibition Model

You should realize that in an auto-intervention model
for substrate inhibition, the dose-response formula for a
ligand S that is both an agonist at an s-site and a negative
interventor at an i-site, is in principle similar to dose-
response equations for hetero-intervention in a mutually
exclusive one-state model (ME-OSM). Here an agonist S
can only bind to an s-site and a different ligand, I, can
only bind to an i-site on the receptive unit (see sub-
chapter 2.6.3 and Section 3.1.5). Thus, the formula for
negative functional hetero-intervention (Eq. 2.17 in sub-
chapter 2.5), may easily be re-formulated to functional
auto-intervention by simply substituting ‘I’ with ‘S’,
keeping ‘i’ in the subscripts first position, and in the
second subscript position replacing ‘i’ with ‘s’ at relevant
positions in the pertinent equations. This, for instance,
results in Kii transformed to Kis. Further, c is now c?. With
these changes, Eq. 2.17 is equal to Eq. 3.4.

Table 3.1A. Function in three negative intervention models. The related reaction schemes are shown in the upper row of
Fig. 3.1D. All dose-responses of the negative intervention models are bell-shaped (see Fig. 3.3A�C). As listed in the table, the
bell height and the broadness of the bell-plateau are altered by varying one of three parameters, Kss, Kis, and c? indicated in
parentheses, while keeping the others at unity. Haldane’s model is described in Eq. 3.2, Laidler�Hoare’s model (L&H) is
described in Eq. 3.3, and the complete intervention model is described in Eqs. 3.4 and 3.5.

Model Parameter value Rmax (Kss) (%) Bell move Rmax (Kis) (%) Bell move Rmax (c?) (%) Bell move

Haldane BB1 100 Down to the Right* 0 Up to the Right* 35 No

�1 35 35

��1 0 100

L&H BB1 100 Down to the Right* 0 Up to the Right* 25 No

�1 25 25

��1 0 100

Complete BB1 100 Down to the Right* 0 Up to the Right* 50 Down Left*

�1 25 25 25

��1 0 100 0

*Lower values of Kss and c? and increasing values of Kis result in a broadening of the bell-plateau (see also Fig. 3.3).
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3.3.6. Switch of Hetero-intervention in 3-D to
Auto-intervention in 2-D

Three-dimensional surface-plots for the functional ver-
sion of the hetero-intervention model are shown in Fig.
2.11. In experiments where a mixture of substrate and
interventor in a fixed ratio of concentrations is used to
change ligand concentration, the surface-plots change
into 2-D plots, as shown by the arrows in Fig. 2.11.
Hence, hetero-intervention in 3-D in Fig. 2.11 is
converted to auto-intervention in 2-D as in Figs. 3.2
and 3.3. The conclusion from Figs. 2.11 and 3.2-3.3 is
that auto-intervention is a special case of the more
general hetero-intervention scheme.

3.3.7. Conclusions on the Auto-intervention
Behavior

The behavior of the auto-intervention reaction scheme
for concentration-binding and of the auto-intervention
reaction scheme for the dose-response relation is
summarized in Table 3.1A, B, and C while examples of
the impact of varying single parameter values of Kss, Kis,
or c? in the functional scheme are shown in Figs. 3.2 and
3.3 and for the binding scheme in Figs. 3.4 and 3.5.

For functional dose-response curves, all the fractional
response curves display bell-shaped behavior. The drop
in activity at high ligand concentrations for the dose-
response curves is simply due to the fact that neither the
SR nor the SRS conformations of the receptive units
contribute to the activity (Figs. 3.2 and 3.3).

As the value of c? decreases below unity, the co-lateral
intervention parameter c? has a broadening effect on the
bell-shaped dose-responses (compare panel E with
panels A and C and panel F with panels B and D in
Figs. 3.2 and 3.3). Parameter c? also determines the
steepness of concentration-occupancy and positive auto-
intervention dose-responses in functional relations.
Compare these effects of c? with the effects of the
same parameter in the functional homotropic two-state
model (HOTSM) (Chapter 7). The effects of constant c?
may also be compared with the effects of the similar
parameter c in the functional hetero-intervention model
(sub-chapter 2.5), and in dose-responses of the ATSM
described in Chapter 7.

All the fractional concentration-binding curves in-
crease continuously towards unity as the ligand concen-
tration increases and the apparent dissociation constant
is dependent on the relation between Kss, Kis, and c?, as
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Figure 3.4. Binding concentration-occupancy curves of the three intervention schemes in Fig. 3.1D. In A, C, and E, Kss vary
between 10�2 (��) and 102 (� �� �) in five steps by a factor 10, while Kis�1. In B, D, and F, Kis vary between 102 (��) and 10�2

(� �� �) in five steps by a factor 10, while Kss�1. Co-lateral coefficient c? is 1 in A, B, C, and D, and c? is 0.01 in E and F.
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indicated in Table 3.1 and shown by examples in
Figs. 3.4 and 3.5.

When the hetero-intervention reaction scheme is
conducted with a mixture of agonist and interventor
in a fixed ratio (Fig. 2.11), the result is equal to the auto-
intervention dose-response relationship as shown in
Figs. 3.2 and 3.3 (see Sections 3.3.4 and 3.3.5).

3.4. The ‘Low-dose Hook Effect’

In concentration-occupancy studies, there are two hook
effects�the ‘high’ and the ‘low’ hook effect.

In binding studies, observed convex bell-shaped relations
are described in the literature as a ‘high-dose hook effect’
when using high doses of antigen in so-called 2-site
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Figure 3.5. Functional dose-response curves of the three positive intervention schemes in Fig. 3.1D. In A, C, and E, Kss vary
between 10�1 (��) and 103 (� �� �) in five steps by a factor 10, while Kis�0.1. In B, D, and F, Kis vary between 101 (��) and 10�3

(� �� �) in five steps by a factor 10, while Kss�10. Co-lateral coefficient c? is 1 in A, B, C, and D, and c? is 0.01 in E and F.

Table 3.1B. Occupancy in three intervention models. The related reaction schemes are shown in the middle row of Fig. 3.1D.
All dose-binding curves of the occupancy intervention models reach maximal binding with increasing ligand concentration (see
Figs. 3.4A�C). As listed in the table, the steepness of curves and the position on the concentration axis are altered by varying one
of three parameters, Kss, Kis, and c? indicated in parentheses, while keeping the others at unity. Haldane’s model is described in
Eq. 3.7c, Laidler�Hoare’s model (L&H) is described in Eq. 3.7b, and the complete intervention model is described in Eq 3.7a.

Model Parameter nH (Kss) Curve move nH (Kis) Curve move nH (c?) Curve move

Haldane BB1 1.0 Right 2.0 Right 1.468 (c?�0) No

�1 1.468 1.468

��1 2.0 1.0

L&H BB1 1.0 Right 1.0 Right 1.267 (c?�1) No

�1 1.267 1.267

��1 1.0 1.0

Complete BB1 1.0 Right 1.0 Right 1.0 Left

�1 1.267 1.267 1.267

��1 1.0 1.0 2.0
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immuno-radio-metric assays (2-site IRMA) curves (Fig. 3.6)
(Miles et al. 1974; Rodbard 1988; Leboeuf et al. 2006, and
references therein). Miles and coworkers first suggested an
explanation for the ‘high-dose hook effect’ seen in 2-site
IRMAs. At high antigen concentration, a non-specific low-
affinity binding of the antigen to the solid-phase antibody in
a first reaction may interfere with available labeled antibody
in a second step, thus reducing the number of labeled
antibodies present for binding to insolubilized antigen
(Miles et al. 1974; Miles 1975).

Another ‘hook’ relation is seen in homologous
displacement studies in radio-immuno assays (RIAs).
This other type of bell-shaped displacement curve is

sometimes observed at low concentrations of cold ligand
used to displace a homologous radio-ligand (Fig. 3.7)
(Matsukura et al. 1971). I call this response the ‘low-dose
hook effect’.

An explanation for the ‘low-dose hook effect’ was
given by Swillens et al. (1995) as due to positive
interaction between two binding sites resulting in bell-
shaped displacement curves (Fig. 3.8). The Swillens
scheme is developed further in Sections 3.4.2�3.4.4.

Non-equilibrium condition is another explanation for
low-dose hook effects, as formulated by Lazareno and
coworkers (Lazareno & Birdsall 1995; Lazareno et al.
2000) and may be an explanation for the observed hooks
in Fig. 3.7. Non-equilibrium conditions were likewise
suggested as an explanation for an observed low-dose
hook effect in a heterologous setup with KT5720 as
interventor in the binding of muscarinic toxin MT-7
(Onali et al. 2005) to the M1 muscarinic subtype receptor
(Fig. 3.9) (Fruchart-Gaillard et al. 2006, Fig. 8A). Mean-
while, a two-site hypothesis for the ‘low-dose hook effect’,
to be discussed and analyzed in more details in the
following sections, was not tested by these authors.

Note, the heterotropic association-dissociation bell-
shaped relations, described by Monod and coworkers
(Monod et al. 1963; Fig. 3), are a different story.

3.4.1. Low-dose Hook Effects

In RIA-displacement studies, an increase instead of a
decrease in radio-ligand binding is sometimes observed
at the start of increasing concentrations of cold isotope
displacer. Thus, at concentrations in proximity to the
common dissociation constant for a homologous and
non-radioactive ligand used as a displacer, an increase is
sometimes observed in bound radio-activity before a
drop in bound radio-activity as concentrations of the
cold isotope are increased. Swillens and co-workers have
presented a simple reaction scheme involving two

Figure 3.6. High-dose hook effect. This dose-response rela-
tion is the first described example of a ‘high-dose hook effect’
in a 2-site immuno-radiometric assay (2-site IRMA; Miles et al.
1974, Fig. 6A). See text for an explanation. Reproduced with
permission.

Table 3.1C. Function in three positive intervention models. The related reaction schemes are shown in the lower row of
Fig. 3.1D. All dose-responses of the functional form of positive intervention models reach maximal activation with increasing
ligand concentration (see Fig. 3.5A-C). As listed in the table, the steepness of curves and the position on the concentration axis
are altered by varying one of three parameters, Kss, Kis, and c? indicated in parentheses, while keeping the others at unity. By
removing a factor 2 from the following three equations: Haldane’s model is described in Eq. 3.7c, Laidler-Hoare’s model (L&H) is
described in Eq. 3.7b, and the complete intervention model is described in Eq. 3.7a.

Model Parameter nH (Kss) Curve move nH (Kis) Curve move nH (c?) Curve move

Haldane BB1 1.0 Right 2.0 Right 1.364 (c’�0) No

�1 1.364 1.364

��1 2.0 1.0

L&H BB1 1.0 Right 1.0 Right 1.184 (c’�1) No

�1 1.184 1.184

��1 1.0 1.0

Complete BB1 1.0 Right 1.0 Right 1.0 Left

�1 1.184 1.184 1.184

��1 1.0 1.0 2.0
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interacting binding sites, which for certain parameter
values behave as described above (Swillens et al. 1995).

3.4.2. Swillens’ Scheme

According to Swillens et al. (1995), the reaction scheme
for a radio-active ligand symbolized as S* and binding to
a two-sited receptive unit R where the sites interact has
the following formulation when transcribed to our
terminology:

R�2S��DC�
As

RS��S� (or S�R�S�) �DC�
As�c?

S�RS�

where As is the association constant for binding either the
cold isotope S or the tracer S* to the receptive unit R, and
As �c? is a combined association constant and an auto-
intervention constant. Constant c’ is an interaction
coefficient for enhancement or attenuation in binding
affinity for a second ligand following binding of a first
ligand. The constant As �c? is again the same for both tracer
and cold displacer molecule. For training purposes, I have

replaced dissociation constants and switched to associa-
tion constants. The above reaction scheme is the same as a
compact version of the auto-intervention schemes pre-
sented in sub-chapter 3.3 (Fig. 3.1), but now with
association constants. In the above version of the auto-
intervention scheme, it is undecided whether binding is
ordered or random. If binding at a primary site takes place
before binding at the secondary site, it is an ordered
reaction (Fig. 3.1A). See Chapter 6 for more on ordered
and random reaction schemes.

Naturally, there are other examples of models with
‘hook-effects’ for a single ligand. One example with hook
effects for a single ligand is Kühl’s minimal recovery mo-
del (sub-chapter 3.7), where rate constants are invoked
instead of, as here, Swillens et al.’s multi-sited interaction.

3.4.3. Formulation of Swillens’ Scheme for
Low-dose Hook Effects

The complete reaction scheme for the displacement of
radio-active ligands with cold isotope at a two-sited

Figure 3.7. Low-dose hook effects. (A) Matsukura et al. (1971, Fig 2) as some of the first observed what looks like a low-dose
hook effect in radioactive displacement studies. (B) Bell-shaped displacement of tracer NMS by cold gallamine or alcuronium.
Tucek and Proska (1995, Fig. 2) with permission.
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receptor system is shown in Fig. 3.10, and includes the
possibility of site interaction, c?"1. Compare Fig. 3.10
with a similar heterologous four-pane one-state reaction
scheme in Fig. 2.4.

As mentioned above, we assume that the association
constants for both tracer and cold isotope are the same

on either site, i.e., Ass*�Ass and Ais*�Ais, and binding
is random. In case the binding is ordered, conforma-
tions SR and S*R will disappear from the scheme in Fig.
3.10, and the reaction will resemble an un-competitive
reaction, but in principle with two identical ligands,
tracer and cold isotope.

Now we will further assume that Ass is also equal to Ais

and derive the related equation.
The equation for displacement of a radioactive

isotope, S*, by cold isotope, S, in a random four-pane
one-state scheme (Fig. 3.10), only contains the liganded
conformations with cold isotope in its denominator.
Thus, for Ass�Ais, the sum:

of unlabeled species�ULs�i�1�2 �S �Ass�(S �Ass)
2 �c?,

in the nominator �Ns�i, �2 �S* �Ass �(1�S* �Ass �c?
�S �Ass �c?), and

in the denominator �Ds�i �ULs�i�Ns�i,

and the fractional bound tracer is:

bound tracer

total ligand
�

Ns�i

ULs�i � Ns�i

: (3:8)

S* will be fixed for the single experiment, while S varies.
The displacement of tracer for Ass�Ais, is shown in
Fig. 3.11. As shown in panel 3.11A, for certain values of
association constant Ass and of coupling coefficient c?
and the level of initial tracer occupancy, there is a ‘hook’
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Figure 3.8. Theoretical low-dose hook effect. Assuming a
two-sited receptive unit with ‘positive co-operativity’ between
sites, radioactive binding displacement experiment may dis-
play a ‘low-dose hook effect’ at low to moderate concentra-
tions of the radioactive ligand as demonstrated by Swillens
et al. (1995; Fig. 3b). See subchapter 3.4 for further details.
Reproduced with permission.

Figure 3.9. Non-equilibrium may explain ‘low-dose hook effects’? The observed low-dose bell-shaped relation could possibly be
explained by a heterologous displacement in a one-state intervention model (see text). However, the authors interpreted the
observed hook effect as a non-equilibrium phenomenon. From Fruchart-Gaillard et al. (2006, Fig. 8A) with permission.
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on the binding displacement-curve as the concentration
of cold isotope is raised.

The 3-D surface plot in Fig. 3.11B is only realistic in
theory, where the concentration of cold isotope may be
assumed to change separately either at the primary site,
s-site, following the x-axis or at the intervention site,
i-site, following the y-axis. In real life, the relationship
will follow a cut through the surface topology along the
indicated arrow in the x�y plane, yielding curves as
shown in the 2-D graph in Fig. 3.11A.

Next, in the isotopic FP-OSM (I-FP-OSM; Fig. 3.10),
we assume that Ass"Ais, therefore its fractional occu-
pancy equation will be slightly different from Eq. 3.8.
The complete I-FP-OSM for binding in Fig. 3.10 now has
the following sum:

of unlabeled species�ULs"I

�1�S �Ass �(1�S �Ais �c?)�S �Ais,
in the nominator �Ns"I

�S* �Ass �(1�2 �S* �Ais �c?
�2 �S �Ais �c?)�S* �Ais,

in the denominator �Ds"I�ULs"i�Ns"i,

and the fractional bound tracer is:

bound tracer

total ligand
�

Ns"i

ULs"i � Ns"i

: (3:9)

The tracer binding or its displacement with cold
isotope will be almost the same based on either Eq.
3.9 or Eq. 3.8.

Plots of the relation in Eq. 3.9 are shown in Fig. 3.12A.
Again, for certain values of the initial level of tracer
occupancy and of the association constant Ass, of the
coupling coefficient c? and for the association constant
Ais, there is a ‘hook’ on the binding displacement-curve
as the concentration of cold isotope is raised.

For both schemes in Eqs. 3.8 and 3.9 the hook
appears around a value of [S] equal As �[S*], however
it disappears at higher doses of S.

RS

SRS

S*RS S*R S*RS*

+S*

+S* +S*

+S

+S

2

4

3

+S

Ais·c’

Ass*·c’

R

SR

RS*

SRS*

+S
1

+S*

Ass*

Ais Ais·c’

Ass*·c’

Ass

Ass·c’

Ass·c’

Ais*Ais*·c’ Ais*·c’

Figure 3.10. Reaction scheme for ligand displacement of tracer
by cold isotope. The reaction scheme is a two-sited one-state
model in an isotopic four-pane model (I-FP-OSM). The scheme
may explain ‘low-dose hook effects’ seen in RIA assays.
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Figure 3.11. Theoretical demonstration of the hook-effect for the two-site one-state model in Fig. 3.10. Association constants
Ass and Ais are assumed identical. In the 3-D plot tracer concentrations follow the x-axis while cold isotope follow the y-axis.
Parameter c? in 2-D plots varied in 5 steps from 10�2 (��) to 102 (� �� �) by a factor 10.
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The plot in 3-D of the low-dose hook effect for Ass"

Ais (Fig. 3.12B) has the same explanation as for the 3-D
plot in Fig. 3.11B.

3.4.4. System Constants and the ‘Hook’

According to the present ‘low-dose hook effect’ model,
for Ass�Ais the hook will appear with increasing
concentrations of cold isotope S only when the coupling
coefficient starts to increase above a value of circa 10,
c?�10, and the product Ass �S* is less than 1/5, though
often clearly visible when the product is 1/10 and below.
Absolute requirements for observing the hook are c?�1
and Ass �S*B1.

For the ‘low-dose hook model’ with association
constants not identical at the two binding sites, i.e.,
Ass"Ais, the above statements are almost true once the
two products Ass �S* and Ais �S* B0.2.

3.4.5. Initial Occupancy by Tracer, S*

For the two-sited low-dose hook model above, the level
of bound radio-activity at low concentration of the
displacing ligand S or in its absence is given by inserting
zero for [S] in Eq. 3.8, which gives us:

bound radio-actitvity

total radio-actitvity

�
2 � Ass�S

�� (1 � Ass�c?�S
�)

1 � 2�Ass�S
�� (1 � Ass�c?�S

�)
; (3:10)

for the initial level of occupancy of the tracer when
Ass�Ais.

When Ass"Ais, the initial occupancy by radioactive
isotope is given by inserting zero for [S] in Eq. 3.9:

bound radio-actitvity

total radio-actitvity

�
Ass � S� � (1 � 2 � Ass � c? � S�)

1 � Ass � S� � (1 � 2 � Ass � c? � S�)
: (3:11)

Therefore, in a two-sited receptive system with a large
co-lateral intervention coefficient c? equal to strong site
interaction, the initial level of bound radio-activity is
given by these expressions. The fractional level of bound
radio-activity is of interest in RIA assays for two-sited
receptive units, as it may be used to choose optimal
working conditions (see, e.g., protocols at http://www.
gehealthcare.com).

3.4.6. Virtual Observations for Ass and Ais and
Their Related Sites

As a consequence of the two-sited ‘low-dose hook
model’, there is an astonishing relationship between
the two association constants Ass and Ais and their
pertinent orthosteric and intervention sites, the ‘s-site’
and the ‘i-site’. Under the theoretical assumption that
the concentration of the cold isotope can change
separately at either the s-site or the i-site, i.e., the
concentration follows either the x-axis or the y-axis as
indicated in Section 3.4.3 (Figs. 3.11B and 3.12B), there
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Figure 3.12. Theoretical demonstration of the hook-effect for the two-site one-state model in Fig. 3.10. Association constants
Ass and Ais are assumed different. In the 3-D plot tracer concentrations follow the x-axis while cold isotope follow the y-axis.
Parameter c? in 2-D plots varied in 5 steps from 10�2 (��) to 102 (� �� �) by a factor 10.
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is an unforeseeable consequence. Thus, merely changing
S concentration at the s-site (following the x-axis), the
binding-occupancy profile is solely dependent on the
association constant of the other site, Ais, and not its own
association constant, Ass! This can be seen in Fig. 3.12B.
And, vice versa. Only changing S concentration at the i-
site (following the y-axis), the binding-occupancy curve is
solely dependent on the association constant of the
opposite site, Ass, and not its own association constant,
Ais! This is also demonstrated in Fig. 3.12B.

3.4.7. A Non-cyclic Model for Heterologous
Intervention

Another model of the intervention scheme is a model in
which one of its legs is amputated, as shown in Fig. 3.13.
Compare this model with the un-competitive reaction
scheme in Chapter 2 (Fig. 2.2D). For convenience, I
designate this model the ‘non-cyclic model for interven-
tion’ (NC-MI). The model is nearly identical to a model
by Segel, reproduced in Fig. 2.2C. Segel discussed his
model in relation to function. However, we shall look at
it as a model for occupancy. Although the NC-MI belong
to models with two different ligands in a ternary-
complex, and therefore should appear in Chapter 2, I
have decided to discuss it here in relation to low-dose
hook effects, since the model has been implemented in
attempts to explain bell-shaped displacement of bound
tracer compounds (Tucek et al. 1990; Proska & Tucek
1994, 1995; Tucek & Proska 1995).

At equilibrium the NC-MI closely resembles the ordin-
ary intervention model. In order to differentiate between
the two models, we may write up equations for receptor
conformations in both directions of the cyclic scheme
and realize that the double set of conformations cancel
out and we obtain the equations presented in Chapter 2
(Eqs. 2.16 and 2.17). Conversely, in the NC-MI reaction

scheme at equilibrium, the derivations for occupancy are
slightly different as the terms for the reaction IR?IRS
are eliminated from the double listing, which result in the
following equation for occupancy:

occupancy

total
�

S=Kss

SKss �
2 � I=Kii

2 � c � I=Kii

: (3:12)

Compare Eq. 3.12 with Eq. 2.16. The effects on
occupancy in the NC-MI due to variation in the para-
meter c are illustrated in Fig. 3.14 together with the
occupancy variation for the ordinary intervention model;
both as a function of the concentration of an interventor.

The difference between the two models is minor. More
importantly, the NC-MI at equilibrium cannot explain
bell-shaped hook effect behavior by interventor-displace-
ment of occupancy as claimed by Proska and Tucek
(1994). The interventor can merely increase or decrease
binding of a substrate or an agonist, as demonstrated by
Proska and Tucek (1995). Thus, it is unclear to me,
which model Proska and Tucek used in their 1994
publication to explain low-dose hook effects in hetero-
logous displacement by alcuronium of [3H]-NMS occu-
pancy at equilibrium (Proska & Tucek 1994, Figs. 5, 6b
and 10; Tucek & Proska 1995; Figs. Box 2b and 2).

The NC-MI was also introduced for reverse bell-shaped
occupancy found with gallamine on the [3H]-NMS
binding in membrane fraction of rat heart atria, although
not implemented (Proska & Tucek 1995, Fig. 7).

3.4.8. Time as an Explanation

More complex models and models involving non-equili-
brium schemes have been suggested for the aberrant
behavior of heterologous displacement studies demon-
strating convex and/or concave bell-shaped concentra-
tion-binding relationships (for more details see, e.g.,
Waelbroeck et al. 1988; Tomlinson & Hnatowich 1988;
Marvizon & Baudry 1994; Wreggett & Wells 1995; Lazar-
eno & Birdsall 1995; Ellis 1997; Lazareno et al. 2000;
Armstrong & Strange 2001; Neuman-Tancredi et al. 2002;
Avlani et al. 2004; Durroux 2005; Franco et al. 2006; Albizu
et al. 2006; Fruchart-Gaillard et al. 2006; May et al. 2007).

A play on rate constants as an explanation for the
functional substrate inhibition is discussed in more
detail for a model in sub-chapter 3.7.

3.4.9. Dynamic Models and Desensitization

To explain non-classical dose-response effects, such as
partial agonism and insurmountability, various simple
models assuming non-equilibrium conditions have been
introduced. In many of these models, desensitization is a
through theme. No doubt, on suspicion of non-equilibrium
conditions, kinetic (dynamic) models are preferable to all

+S

R

IR

RS

IRS

+I

Kss

Kii Kii/c

Figure 3.13. A ‘non-cyclic model for intervention’ (NC-MI).
Cutting off the upper leg of the intervention model in Chapter 2
(Fig. 2.1A) results in the NC-MI reaction scheme. Formulation
of a distribution equation for this NC-MI reaction scheme is in
Eq. 3.12. Compare the NC-MI with a Segel model reproduced
in Fig. 2.2C.
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the equilibrium models discussed in this book. However, it is
not my intention to analyze dynamic models, therefore,
such models should be sought for scrutiny elsewhere in the
literature. Examples of dynamic models are Paton (1961),
Paton and Rang (1966), Rang (1966), Rang and Ritter
(1969), Lüllmann and Ziegler (1973), Gosselin (1977,
pp. 325�356), Robertson et al. (1994), Kukkonen et al.
(1998), Lew et al. (2000), Vauquelin and Szczuka (2007),
and May et al. (2007). A follow-up discussion of the
key-paper by Lew et al. (2000) can be found in Trends
Pharmacol Sci 22; February and July 2001.

3.5. Prelude to Biological Auto-regulation

3.5.1. Self-reference

Self-reference in a general sense is an integral necessity
and a prerequisite for regulated and recursive functions
of our life and our soul.

Therefore, before I deal with actual examples on
hardwired coupling between concentration-dependent
auto-regulation and time-dependent auto-inhibition as

desensitization, let me briefly introduce some associative
aspects related to self-adjustment and homeostatic
control in the biosphere together with some substantial
examples. Readers who dislike my bona fide digressions,
can without breaking the continuity skip to the next sub-
chapter.

3.5.2. Self-regulatory Mechanisms, Coupled
Tightly, Loosely, and in Redundant Parallel

In nature auto-regulatory mechanisms in the biosphere
have developed through evolution to a high degree of
sophistication. Following less complicated rules, auto-
regulatory principles are also found in the non-living
nature as ‘self-organizing criticality’ (e.g., Bak 1997;
Jensen 1998; Camazine et al. 2001; Feltz et al. 2006).

Bacteria originated about 1 billion years after the
formation of Earth. Notwithstanding, if the intergalactic
theory about panspermia (Wickramasinghe 2003, 2005;
Hoyle 2005) is correct, creation of auto-poietic (Maturana
& Varela 1980) organic life may have taken several billion
years to develop instead of just 1 billion years. After
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Figure 3.14. Concentration-occupancy relation for the non-cyclic model for intervention (NC-MI; Fig. 3.11), and the intervention
model (IM-OSM; Fig. 2.1A). Plots of NC-MI are in panels A and B and plots of IM-OSM are in panels C and D. The heterologous
interventor is the independent variable in all plots, while the interaction parameter c is either �1 (panels A and C), or B1 (panels
B and D). The fixed substrate or agonist concentration vary between 10�1 (��) and 103 (� �� �) in five steps by a factor 10 with
parameters Kss�10 and Kii�100. In both models, the interventor can increase or decrease occupancy of substrate or agonist in
a mono-phasic fashion. Bell-shaped or hooked concentration-binding is not possible with these models (see text).
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bacteria, just over 2 billion years elapsed to get through
unicellular eukaryotes and primitive forms of homo- and
hetero-cytics to multicellular organisms (Table 3.2 and
Fig. 13.8) (Kirk 1998, Chapter 1; Stephenson et al. 2000;
Kessin 2001; Schopf 2002; King 2004; Embley & Martin
2006, Hoenisberg et al. 2008; Abedin & King 2008).

What is organic life? Life is a self-replicating mode
based on nucleic acids and on their code; thus including
viruses � and may be even smaller entities (Ma & Yu 2006).

Self-reference in auto-poietic or self-replicating organ-
isms is part of organic life, and self-reference expressed
in biological activity may be formulated and analyzed in
biosemiosis (Hoffmeyer 2008), in memetics, or by func-
tional magnetic resonance imaging (fMRI) (Johnson
et al. 2005).

In humanities, in contrast, self-reference and its
dominance in intentionality and in the personality
appear in signifier-chains of symbolic language without
self-reference (Lacan 2007, seminar Feb 18, 1970), in
Peirce-related representation (Wenz 2003), also in
memetics, and is even afforded by The Providence
emerging from ‘The mind of God’ (Davies 1993).

From a logical point of view, self-reference often ends
up in paradoxes (Hofstadter 2007). In the Arts and
Letters, covering psycho-analysis, the most elegant para-
dox in relation to self-reference is the statement ‘I lie’.
Descartes among others divided the subject of the subject
into a duality of body-‘n-soul. Of course, this view has
been disputed repeatedly. The modern understanding
of body-‘n-soul is a unification of the two, while
operating with a divided subject (see, e.g., Lacan 1969;
Nordtug 2004; Cavell 2006). Another formulation of the
body-‘n-soul unification is: ‘‘and the Word (the Father)
became Flesh (the Son)’’.2

Satiety is an example of a mechanism where the
description of the coupling between sense, motor-
action, and behavior narrows in on the psycho-physical
players (Morton et al. 2006). However, I expect that a
deeper understanding of the coupling between percep-

tion, sense, apperception,3 affect, intention, and beha-
vior will be debated by our descendants for as long as
there are humans around.

3.5.3. Necessary Feed-back or Feed-forward

Initiating a response by an action does not necessarily
render an efficient re-action, therefore new recurrent
and parallel adjustments are constantly selected to obtain
optimal or favorable leverage in living organisms. Design-
like, although serendipitous, evolutionary forms of
species that have survived depend on smart strategies in
all aspects of reproduction. A delicate balance of home-
ostasis in evo-devo is maintained by regulatory means,
such as differential feedback, auto-regulation, and epi-
genetics (Allis et al. 2007). In addition, coherent control
(Shapiro & Brumer 2003; Alon 2006; Palsson 2006) and
ordered chaos (Peitgen et al. 1992; Kingsland 1995;
Camarzine et al. 2000; Ford 2000, Chapter 12; Turchin
2005, Chapter 5) may begin.

Guiding a single message is often done by parallel,
interacting, and self-adjustable pathways in elaborate
networks at a molecular scale. Regulated through me-
chanical or chemical signals and electrical impulses,
biological processes have these characteristics. The signal
may be a single sub-atomic particle, such as the photon in
regulated coherent control of retinal chemistry (Prokhor-
enko et al. 2006), or atomic scale movements of stereocilia
on hair cells in our inner ear (Narayan et al. 1998;
Hudspeth 2005). Signaling is sometimes even elicited by
quantal release of few molecules (Mallet et al. 2007),
although the exact interpretation has been questioned
(Ninio 2007). To be sure, quantum mechanics is a base for
our understanding of the fabric of the Cosmos (Green
2005) and in the description of coherent control in
retinal isomerization. However, quantum mechanics
behind our souls has still not reached a trustworthy
argumentation for an explanation of our personality.
Zohar and Marshall (1990) have argued that human ‘self’
emerges with Bose-Einstein condensates in our brains.
For the single reason that these condensates only exist at
extremely low temperatures, the Zohar-Marshall postu-
lates seem to be sheer nonsense.

I believe that the complexity of the human neuronal
network at an atomic scale is sufficient for conscious
‘self’, a so-called apperception (see Section 3.5.2 and
footnote 3.3).

3.5.4. Timing by Turn-off

In pathways of biochemical and bio-electrical signal-
transduction there are always stringent and severe

Table 3.2. The development of multicellularity

Epoch of Ca. years ago �109 References/comments

Earth formation 4.6 Schopf (2002)

Unicellular life as

Prokaryotes 3.8

Eukaryotes 3.5

Multicellular life as

Homocytics 3.5

Heterocytics 3.0�2.0

Early animals 1 Schopf (2002)

Mainly based on Kirk (1998, Chapter 1)

2 ‘Homoousion to patri’ (‘of one substance with the father’). Council of
Nicaea AD 325.

3 Apperception e: human neuronal net’s perception of itself as a
conscious agent (paraphrased by author).
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turn-off mechanisms, since turn-off is a sine qua non for
dynamic and repetitive responses. Examples are degra-
dation of acetylcholine by choline esterases at the neuro-
muscular junction (Fig. 3.15), removal of choline by
synaptic re-uptake in a Na and Cl coupled co-transport
and of other monoamines (Ribiero et al. 2006; Vialou
et al. 2007), decyclization of cyclic nucleotides by
phospho-diesterases (Francis et al. 2001), and depho-
sphorylation of phosphorylated effectors by phospha-
tases (Forrest et al. 2006).

For the purposeful adaptation of functions, such as
the beat of hearts, coordinated visual inputs and out-
puts, or sudden flight-or-fight reflexes, it has been a
prerequisite by haphazard mutation schemes to con-
struct and select feedback and feed-forward regimes
with very different dissociation and time constants for
turn on-‘n-off in most dissimilar environments, in order
to create the creatures that have prevailed. Self-control
exist widespread in living organisms as feed-back and
feed-forward circuits with a span of on-‘n-off time
constants from pico-seconds, to minutes, to days, to
years, and even longer and with dissociation constants
over many orders of magnitude. Photo-isomerization of
a retinal chromophore, closure of an ion channel in
nerve conduction, beat of hearts, division of a cell,
hunger-satiety circles, circadian rhythms, menstrual
cycle, hibernation, début of puberty, function of mem-
ory and long-term reinforcement and reward mechan-
isms are examples at either end of our time scale as well
as from the middle of it (Table 3.3).

A poignant example of the importance of timing is the
function of ion channels orchestrating the heart rhythm
in interplay with ion exchangers, pumps, and auxiliary
proteins as phopholamban and second messengers. A
simple mutation in either a Na�- or a K�-channel
eliciting an ostensible innocent delay in transport shut-
ting may lead to an early death (Sanguinetti & Tristani-
Firouzi 2006; Thomas et al. 2006; Gupta et al. 2007).

3.5.5. Levels of Complexity

On one scale of complexity, we have the classic examples
of enzyme feedback control, limiting overgrowth via
product and waste material, and enzyme feed-forward
substrate inhibition � controlling against metabolic over-
stimulation (Cornish-Bowden 2004, e.g., Chapter 8),

Figure 3.15. Does the elbow Ache? No, no, no, it displays DYNAMICS. Arm does not hurt � uses acetylcholine-esterase (AChE)
to eliminate ACh and perform dynamic and repetitive movements. Drawing by Mette Dreyer (2006). Rights to the figure reside
with the author.

Table 3.3. Span of time constants by examples from biologi-
cal functions

Physiological system Time constant�1/rate constant (sec)

Retinal isomerization Pico- to nanosecond 10�9

Action potential Millisecond 10�3

Heart beat Second 100

Cell cycle Minute 6�101

Hunger recursion Hours 7�103

Circadian rhythm Day and night 3�104

Menstruation Month 2.6�106

Hibernation/migration Months 107

Lag of puberty Years 4�108

Memory Life time 2�109

The span of time constants from short to long is a factor of about 1020.
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while on other scales of complexity, there is control of
seasonal alterations in a single individual of a colony,
exemplified by the regulated life cycle of a social slime
mold (Dictyostelium discoideum) (Stephenson et al. 2000;
Bonner 2001; Kessin 2001), control of time for meno-
pause or for parts regulated in Gaia’s body (Volk 1997;
Lovelock 2000; 2006).4

Presentations herein are chiefly drawn from the
cellular and sub-cellular level, and will deal mainly
with examples of modest complexity, though complex.
See, for instance, the description by Agnati et al. (2007)
of such complexities by Boolean logic.

In essence, in regulatory systems, the value of TIME
CONSTANTS and DISSOCIATION CONSTANTS are
keys to optimal function. Features of the time and
‘concentration-space’ in biology are discussed in sub-
chapter 3.6 and presented by examples of time constants
in Table 3.3.

3.6. Further Aspects of Auto-regulation
and Desensitization

3.6.1. Dose-dependent and Time-dependent
Regulation at a Sub-/cellular Level

Responses elicited by agonists in biological systems are
often either attenuated or augmented (accelerated)
with time, in spite of a maintained and constant
stimulatory signal. Langley (1905) described such time-
dependent descending responses. The slope of attenua-
tion/acceleration with time may also be dependent on
the dose of the agonist. It turns out that lowering of an
agonist or metabolite-mediated response, with both time
and dose, may involve regulatory knots at a multitude of
levels in the signal-transduction chain of events, and
these regulatory units can operate by different mechan-
isms at each level. Behind the nets of knots, the
interconnecting regulatory threads have time constants
varying from picoseconds to a life span; about 20 orders
of magnitude (Table 3.3).

Furthermore, time-dependent fade may require the
permanent presence of the eliciting drug, while in other
systems, when the stimulatory process is first started,
attenuation of a response is by an intrinsic automaticity
in the activated molecules. Or, attenuation of the
response is incorporated in the function of molecules
associated with the signaling pathway, such as auxiliary
and scaffolding proteins that can turn the transducing
passage on-’n-off (Bhattacharyya et al. 2006; Kolch

2006). Thus, self-regulatory processes are often not
dependent on a maintained concentration of an exo-
genous primary stimulant, not to speak of the stimulants
very presence, which might not be needed at all. An
example is the spontaneous oscillation in self-sustained
Ca2� sensitization underlying Starling’s law of the heart.
The process includes synchrony of Ca2� channels, Ca2�

pumps, Ca2� exchangers, Ca2� buffers, and Ca2�

receptors (Armoundas et al. 2007).

3.6.2. The Term Auto-regulation and Possible
Derivatives

As mentioned in the Introduction to Chapter 3, ‘auto-
regulation’ in relation to ligand-receptor interactions
may cover both ligand-induced alterations in the recep-
tor as well as intrinsic self-control within the receptive
unit per se. Furthermore, auto-regulation may be CON-
CENTRATION-dependent and/or TIME-dependent, as
will be discussed in the following sections.

In our context of ligand-induced auto-regulation in
one-state models, the term is ‘auto-intervention’ and
models for this were presented in sub-chapters 3.1�3.4.
In multi-state allosteric auto-regulation, I will use the
term concentration-dependent ‘auto-modulation’ (see
Chapters 14 and 15). When there is negative feedback in
these situations because of the addition of ligands, the
term is ‘auto-inhibition’ both for CONCENTRATION-
dependent auto-regulation and for TIME-dependent
desensitization or inactivation. For an overview of the
employed terminology, see Table 3.4.

3.6.3. Definitions of Concepts

The above is a rather general introduction to regulation
in time and with dose and needs a couple of examples to
illustrate the subject at a cellular or subcellular level.
However, to obtain a good overview on the subject of
auto-modification for ligand�receptor interactions, it is
wise to first realize a few additional concepts and to
make these concepts operative through examples.

Thus, I will introduce a simple definition of (a) auto-
inhibition, (b) desensitization, and in addition some
definitions of (c) related terms (Table 3.4).

Pure auto-ant-agonism5 appears in steady-state and
equilibrium experiments of response versus CONCEN-
TRATION of a ligand as a lower response than the load-
relation, while pure desensitization shows its many faces
as a spontaneous decay of a response with TIME,
following immediately after the addition of the drug
that elicits the response. After wash-out, a mix of the4 Natural self-control in the reproduction of Man is sabotaged by Man.

Laws announced in letters of declaration in politics or in the name of
God lead indirectly to a malignant overpopulation. Religious and
research-based decrees are players in this deregulation � or are they
just part of Nature’s plan?

5 Ant-agonism is defined in Chapters 2 and 5, while auto-ant-agonism
is concentration-dependent auto-inhibition or concentration-
dependent negative auto-modification (Table 3.4).
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two, auto-ant-agonism and desensitization, is eventually
seen as a reduced response to a second application of
the same or another drug.

Desensitization is defined and detailed below and
illustrated in Figs. 3.16 and 15.13B, while auto-ant-agonism
is shown in Figs. 3.2 and 3.3 and depicted in Fig. 3.16A.

3.6.4. Homologous and Heterologous
Desensitization for G protein-coupled
receptors (GPCRs)

Here, it suffices to briefly mention the time-dependent
desensitization for GPCRs either by the agonist itself,
homologous desensitization, or alternatively as a reduced
response to a given agonist engendered by exposure to
agonists of distinct receptor systems, heterologous desensiti-
zation. In other words, desensitization may be detected as
a lowering of the response to a second application of a
drug shortly after wash-out of the drug from a first
application. In case the drug used is the same in two test
additions, lowering of the response in the second
application to the drug is named homologous desensitization
(Fig. 3.16C).

On the other hand, when it is two different agonists
used in two test applications, with removal of the first
drug in between, showing a lowering in response to the
application of a second drug when compared to an
earlier control stimulus by this second drug, then the
attenuation is said to be due to a ‘heterologous desensitiza-
tion’ (Fig. 3.16C+D) (Lefkowitz et al. 1986; Sibley et al.
1986; Freedman & Lefkowitz 1996; Chuang et al. 1996;
Pitcher et al. 1998; Ferguson & Caron 1998; Bunemann

& Hosey 1999; Bunemann et al. 2001; Ehlert 2003;
Fortin & De Lean 2006; Lefkowitz 2007).

Heterologous desensitization is especially induced by
shut-down of the receptor function due to phosphorylation
by second-messenger protein kinases, such as PKA and PKC,
while the homologous desensitization is also effectuated
through phosphorylation by members of the family of G
protein-coupled receptor kinases (GRKs), a family consist-
ing of seven subfamilies (Premont et al. 1995; Hisatomi et al.
1998; Weiss et al. 1998; Bunemann & Hosey 1999).

So far, in both writing and in reality, the most
decimated mechanisms for homologous and heterolo-
gous desensitization seem to be those of serine-/threo-
nine- or tyrosine-phosphorylation/dephosphorylation.
The phosphorylation of serine/threonine (S/T) and
tyrosine (Y) residues goes through activation of GRKs
and second messenger activated kinases, SMPK�PKA
and PKC, while signal turn-off is dephosphorylation by S/
T- and Y-phosphatases, PP1-2 and PTPs (Shi et al. 1998).
In signal-transduction, phospho-relay systems of phos-
phorylation and dephosphorylation involving basic and
acidic amino acid residues as histidine and aspartic acid
are more often seen in two-component signaling in
prokaryotes (Hoch 2000; Maeda et al. 2006; Szurmant
et al. 2007), although also described for eukaryotes
(Curien et al. 2007), and sporadically for mammalian
systems (Klumpp & Kringlstein 2005).

3.6.5. Intrinsic and Extrinsic Desensitization in
Receptive Units Including GPCRs

Rearrangement of intra-molecular residues with intrinsic
inactivation mechanisms for voltage-operated channels

Table 3.4. Tentative derivatives for the term ‘auto-regulation’

Auto-regulation

Ligand-, voltage- or state-dependent TIME-dependent T-dep CONCENTRATION-dependent C-dep

Model-independent

Ligand-dependent (LGCs, GPCRs, TKRs) Sensitization positive auto-modification

desensitization� negative auto-modification�

T-dep auto-inhibition C-dep auto-inhibition also equal to ‘auto-ant-agonism’

Voltage-dependent (VOCs) Sensitization auto-activation

Inactivation auto-inhibition

Model-dependent

One-state models intrinsic activation/desensitization/

inactivation

positive or negative

Extrinsic desensitization/inactivation auto-intervention

Two-state or multi-state models intrinsic desensitization/inactivation positive or negative

Extrinsic desensitization/inactivation auto-modulation

in a restricted form it is positive or negative

co-operativity

‘Auto-modification’ covers auto-intervention and auto-modulation and may also cover bell-shaped synagics, whereas ‘co-operativity’ is related solely to steeper
(positive) or shallower (negative) slopes of the load relationship.
The terms ‘intrinsic’ and ‘extrinsic’ seem to refer to ‘ligand-independent’ and ‘ligand-dependent’.
In the table there is no discrimination between models of binding and function.
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(VOCs) (Zagotta et al. 1990) is also seen for intrinsic
desensitization in ligand-operated channels (LOCs)
(Revah et al. 1991; Devillers-Thiery et al. 1993; Galzi
et al. 1996; Mourot et al. 2006a,b). Meanwhile, molecular
rearrangements within GPCRs and other desensitizing
receptive molecules, such as tyrosine kinase receptors
(TKR), are mainly regulated by external modulation
with a longer half-time. Altered structural arrange-
ments globally or of specific amino acid segments in
G protein-coupled receptor molecules upon activation
may induce lowered activity of the receptive unit. Lowered
activity by phosphorylation and internalization of the
receptive unit is based on G protein-coupled receptor
kinases, second messenger kinases, arrestins, SNAREs,
and dynamin (DeWire et al. 2007; Lefkowitz 2007;
Rizo & Dai 2007; Violin & Lefkowitz 2007). Other means

of auto-attenuation or auto-abrogation of the GPCR-
signal are by control of the GTPase activity in the related
G proteins regulated by ‘regulators-of-G protein-signal-
ing’ proteins (RGSs) (Dhami & Ferguson 2006). An
intrinsic desensitization similar to VOC inactivation or
intrinsic desensitization of LOCs has still not been
described for the GPCRs or TKRs. The intrinsic desensi-
tization is usually a fast process, within milliseconds
to seconds (Giniatullin et al. 2005), while the extrinsic
desensitization by phosphorylation mechanisms in the
GPCRs takes place within minutes, although both
sub-minute and hour-long half-times have been reported.
As an example, homologous desensitization is often fast
with a t1/2B20 s, whereas the heterologous desensitiza-
tion is a slower process with a t1/2 �2 min (Roth et al.
1991).
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Figure 3.16. Principal diagram of auto-inhibition. Panel A: auto-inhibition due to rising ligand CONCENTRATION. Assuming a
one-state reaction scheme it is ‘negative auto-intervention’, whilst based on a two-state model it is a ‘negative auto-modulation’.
Panel B: Auto-inhibition as a function of TIME is either a ‘desensitization’ or an ‘inactivation’ of the induced activation, some times
during a constant stimulus. Panel C: a control response by a ligand S1 is reduced in a second application of the same ligand.
This phenomenon is termed ‘tachphylaxia’ or ‘desensitization’. Panel D: a ligand S2 that reduces a control response of a different
ligand S1 is characterized as a ‘heterologous desensitization’; opposite to the desensitization in panel C that is a ‘homologous
desensitization’. In general, when a stimulus is removed, there is a ‘deactivation’ of the response.
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For many enzymes, and especially for members within
the superfamily of kinases, there is self-inhibition due to
intra-molecular sequences that are substrate-like (Francis
et al. 2002). This mechanism may rather be classified
under enzymes with intrinsic auto-ant-agonism for
activation.

3.6.6. ‘Mixed’ Auto-inhibition and Desensitization

Desensitization is also a concentration-dependent phe-
nomenon, i.e., the greater the stimulus, the larger the
ensuing decay. The higher the concentration of agonists
and the more prolonged the stimulus employed in the
initial exposure, the more dramatic the reduction in
response to a second test solution of an agonist.

Cumulative dose application may yield a dose-response
relationship as shown in Fig. 3.17A, where each of the
steady-state levels of response may be plotted against the
actual agonist concentration (Fig. 3.17B). For this type of
cumulative dose-response curve, we could use the term
‘concentration-dependent desensitization’, but since it
would likely confuse some the term is not recommended.

In a narrow sense, the mixed auto-inhibition and
desensitization is equal to substrate inhibition, while in
a more general sense it may also involve, for example, pro-
duct inhibition, feedback control through pre-synaptic
auto-receptors, removal of the stimulus through degrada-
tion or re-uptake of signaling molecules, and phosphor-
ylation by G protein coupled receptor kinases that leads to
self-inhibition, through altered GTPase activity induced
by RGSs, by guanine nucleotide exchange factors (GEFs),
and by GTPase activating proteins (GAPs) or even down-
regulation of receptors by internalization (Koenig &
Edwardson 1997; Zhang et al. 1999) via endocytosis
(Shimada et al. 2007).

You have or will experience that although auto-
inhibition has CONCENTRATION of an agonist as its
independent variable and desensitization has TIME as
its independent variable for a triggered response in-
duced for instance by a fixed agonist concentration, the
recording and analysis of these two phenomena are
often mixed. Thus, in the practical and daily use of
the two terms, they refer in general to an attenuation of
a response elicited by a permanently present ligand � a
substrate, an agonist, or a transportee. That is what you
will be acquainted with. Here, I shall try to keep a clear
distinction between concentration-dependent auto-inhi-
bition and time-dependent desensitization, as illustrated
in Figs. 3.16 and 3.17 and listed in Table 3.4, in an
attempt to analyze the mechanisms underlying self-
inhibition by synagic models.

Figure 3.17. A mixture of desensitization and negative
auto-modulation. Short circuit current (SCC) induced by
acetylcholine in stripped tracheal epithelium from hens. The
dose-response curve in panel B is based on data from
pseudo-steady-state or equilibrium conditions similar to the
induced short circuit current with increasing concentrations of
acetylcholine (Ach) in panel A. The time component in A is
eliminated in B. Extracting the pure concentration-dependent
attenuating effect, auto-inhibition, as shown in Fig. 3.17B, is
not an illustration of TIME-dependent desensitization in sensu
strictu. The ‘pure’ concentration-dependent attenuating effect
in Fig. 3.17B should, therefore, be referred to as concentra-
tion-dependent auto-inhibition or auto-ant-agonism. (Courtesy
of Dr. B. Winding, unpublished).
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Before I continue with examples of desensitization
and auto-ant-agonism, it is worth reminding ourselves
about definitions of a few other related reactions as
illustrated in Fig. 3.16 and presented in Section 3.6.7.

3.6.7. Two-state Models (TSMs), Two-site Models
(2SMs) and Auto-inhibition

Two-state models with only one-site (shown in Table 3.5
and described in Chapter 5), belong to the field of
intrinsic and TIME-dependent desensitization, while
two- (or more) site models, including the intervention
model described in Chapter 2, more naturally go along
with the ideas of CONCENTRATION-dependent auto-
inhibition. Thus, strictly speaking, auto-inhibition re-
quires models with at least two binding sites.

A reversible and cyclic model that combines both two
states and two sites is described in Chapter 7. This
reversible, cyclic TSM may belong to a spontaneous,
intrinsic type TIME-desensitization mechanism as well as
to an intervention CONCENTRATION-dependent auto-
inhibitory mechanism, where the resultant conformatio-
nal change gives a lower activity at higher concentrations
of an interventor or a modulator. Auto-inhibition, con-
trary to desensitization and heterotropic competitive
inhibition type I, still requires an additional binding
site, i.e., a receptive unit with a minimum of two sites.
Thus, the two-state reaction scheme in its basic form
(Fig. 2.1B), with only one binding site, is only relevant
for intrinsic desensitization or competitive inhibition
type I.

3.6.8. Desensitization and Deactivation

‘Deactivation’ is the disappearance of a response with
time upon removal of a triggering stimulus such as
a substrate, an agonist, or a transportee. Thus, deac-
tivation is the reverse mechanism of the activating
conformational change, while mechanisms of desensiti-
zation for ligand gated channels or mechanisms of
inactivation for VOCs result in ‘tail’ currents that have
their base in mechanisms that are separate from the tail
currents of deactivating conformational changes.

Desensitization and deactivation are separate phenom-
ena, although they may be interconnected (Barberis
et al. 2007). The desensitizing response in channels may
be resolved from the process of deactivation, by experi-
mentally determining their individual time constants, i.e.
toff for deactivation from ton for desensitization. This can
be a challenging experiment, when time constants for
both activation and desensitization are in the millisecond
range. Deactivation and desensitization have been stu-
died in detail in for instance GABA-A receptor-channels
(Jones & Westbrook 1995; Barberis et al. 2007). As an

example from one such study, the deactivation time
constant was determined to be 0.6 ms and the desensitiz-
ing time constant resolved was 4 ms for a ligand gated
GABA-A channel (Silver et al. 1996).

3.6.9. Desensitization and Gating Currents

Even two humps in I-V diagrams may be due to charge
movements in the electrical field across the cell mem-
brane as the gate of VOCs are activated for the channel
opening. These charges sit in the fourth TM domain, S4,
of cation channels such as the Shaker K� channel, and
the movement of these charges in the electrical field is
referred to as gating current. Gating currents for VOC
channels have been studied in great detail by Bezanilla,
Armstrong, and co-workers as well as by many others
(Blunck et al. 2005; Armstrong 2006; Bezanilla 2006;
Campos et al. 2007; Savalli et al. 2007). Also ‘gating’
currents that are found, for instance, in relation to
co-transfer of ions and neutral nutrients, may be used
for the detailed analysis of transport mechanisms in
co-transporters (Eskandria et al. 2005; Loo et al. 2006).
However, a prototype cotransporter, such as the
sodium/D-glucose transporter (SGLT) (Wright et al.
2007) and the sodium-calcium exchanger (NCX) (Pott
et al. 2007) normally do not ‘desensitize’.

Finally, the deactivating tail current, as indicated in
Fig. 3.16, and overshoot ‘tail’ current are due to channel
and capacitative charge (ion) movements following the
opening and closing of channels (Clay 1989; Hong &
Wang 2005; Zhang et al. 2005). These two transient
currents must be kept separate from accelerated gating
and inactivating/desensitizing current changes.

3.6.10. Bell-shaped Dose-response Curves

Auto-inhibition as the concentration of a ligand is raised
may display bell-shaped dose-responses as depicted in
Fig. 3.16. This regulatory behavior at high agonist or
substrate concentration may have different mechanisms.

It may be due to an allosteric site at the receptor itself
with a lower affinity for the agonist. Thus, with a
negative influence on receptor activity, we may observe
either negative co-operativity or a full-blown bell-shaped
response. This mechanism is described by the complete
intervention model in sub-chapter 3.3 (Eq. 3.5) and
relevant for substrate inhibition of enzymes.

Another possibility is a withheld dissociation of GPCRs
from the cogent G proteins when agonist-activated. The
maintained dissociation is due to a phosphorylation and
an association of beta-arrestins at the cytoplasmic loops
and tails of GPCRs preventing their re-association to
G proteins. The higher the agonist concentration,
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the higher the number of phosphorylated and beta-
arrestin-associated GPCRs; locked as non-functional.

A third possibility is a reduction in the GPCRs at the
surface of cells due to internalization of activated recep-
tors (Koenig & Edwardson 1997; Zhang et al. 1999;
Newman-Tancredi et al. 2002; Shimada et al. 2007).
This process is referred to as ‘down-regulation’ and the
removal of the receptors may even include a degradation
of the internalized receptors in lysosomes instead of
recycling to the cell membrane (Urbe 2005; Zhou et al.
2007). This results in a more permanent auto-inhibition.

As a fourth possibility of bell-shaped dose-response
curves, a popular theory is invoked for growth factors and
other peptide agonists as well as for antibodies. The
model is based on the factual required dimerization for
activation of antigen and growth factor receptors in a
mono-ligand-dimer-receptor complex. As the concentra-
tion of either antibody or peptide ligand rises, chances
increase of forming inactive mono-ligand-mono-receptor
complexes (Fig. 3.18). This mono-mono complexation at
increasing ligand concentrations can explain the decay-
ing leg of observed bell-shaped dose-response curves

Table 3.5. Examples of receptors and effectors as enzymes and transporters in six categories. (For acronyms search in
PubMed.)

Category I ENZYMES

ATP-transferases�kinases

(see superfamily of kinases)

Examples Second messenger kinases: PKA, PKB, PKC

G protein coupled receptor kinases (GRKs)

calmodulin kinase II, casein kinase, phosphorylase b kinase

Phosphohydrolases

Examples Phosphoprotein phosphatases/phosphorylase b

PP1 splits covalently bound serine/threonine � phospho-groups

PP2A�B splits covalently bound tyrosine � phospho-groups

Category II TRANSPORTERS

Channels Voltage operated channels (VOCs)

Examples (Na�, K�, Cl�, Ca2�)

Ligand-gated channels (LGCs or LOCs)

Examples (nAChR, iGluRs, 5-HT3, GABAA�C, GlyR, ENaC, CFTR)

Pumps

Examples V-ATPases (Na,K-ATPase, Ca-ATPase�SERCa or PMCa, H,K-ATPase)

F0-Fi ATPase, ABC-transporters, Efflux pumps type I, II, III (Fig. 6.16)

Co- and counter transporters

Examples NBC, CCC1-5, NIS, NHE, HKE, AE1-5, NCX, NIS

Sodium nutrient- and vitamin-coupled: SGLT, NTC, SVCT

Na�-neurotransmitter-coupled: Choline, Serotonin, DOPA, GAT-2

Uniporters

Examples Gluts, Urea-, Nucleotide-transporters

OATs, OATP, DMT, Ferroportin

Category III RECEPTORS

G protein-coupled receptors GPCRs

Tyrosin kinase receptors TKRs receptor and non-receptors

Examples Growth factor receptors, hormone receptors, transmitter receptors

Category IV CARRIERS

Extracellular

Examples Hgb, Albumin, TCII, Transferrin TBG, cholesterylester transfer protein CETP

Intracellular or membrane bound

Examples Mobilferrin, FAPP2 lipid/protein

Category V OTHER EFFECTORS

Motor molecules

Examples Dynamin, actin-myosin, SNAREs8
Auxilliary molecules

Examples Scaffolds, anchoring, adapters

Category VI NETWORKS OF EFFECTORS

Iconographical diagrams** �representing internal structure

Edge-knot and arrow diagrams �networks***

8On SNAREs as motors see Rizo and Dai (2007).
**On logical diagrams see, e.g., Vidler (2006, pp. 120�129) and Stjernfelt (2007).
***On networks see chapter 13.
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(Fig. 3.19) (Maeyama et al. 1988; Fuh et al. 1992; Ilondo
et al. 1994; de Boer et al. 1996; Urso et al. 2003).

A fifth possibility for upward bell-shaped dose-response
curves is negative regulation through auxiliary receptor
proteins as the RGSs (Cladman & Chidiac 2002; Dhami &
Ferguson 2006).

Finally, downward or reverse bell-shaped dose-re-
sponses with an accelerating activity at increasing con-
centrations of a single ligand are also frequently seen for
GPCRs (Accamzzo et al. 2002; Hornigold et al. 2003),
and a suggestion for the underlying mechanism was
offered by Bindslev (2004).

3.6.11. Constitutive Desensitization

Artificially mutated or ‘naturally’ mutated G protein
coupled receptors may display constitutively desensi-
tized receptor activity, and thus be the cause of illnesses

(Pei et al. 1994; Barak et al. 2001, 2003; Rankin et al.
2006). Spontaneously desensitized receptor units are
also found for LOCs, as the nicotinic acetylcholine
receptor (Changeux & Edelstein 2005, p. 97).

3.6.12. Desensitization-inactivation and the
Induction-versus-selection Problem

The conformational induction versus conformational
selection problem described in sub-chapter 5.11 is the
same for desensitization-inactivation as for activation,
except that desensitization-inactivation requires the
activation step preceding the inactivation-desensitization
step (see Fig. 5.2). Therefore, in essence, inactivation-
desensitization is a three-state model. The three states
are (1) a reactive state to which agonist can bind,6 (2)
spontaneous or induced conformational flip-flop be-
tween a reactive and an active state, which leads to (3)
a spontaneous or induced inactivated-desensitized state,
by an intrinsic or an extrinsic mechanism (Fig. 5.2).

3.7. Kühl’s Minimal Recovery Model for
Bell-shaped Synagics

3.7.1. A Recovery Model

Another model for bell-shaped dose-responses in func-
tional studies was formulated by Kühl (1994).

In this book substrate inhibition or auto-inhibition at
high ligand concentrations is termed auto-intervention
or auto-modulation; conditioned on the selected reac-
tion scheme. Kühl introduced the subject of substrate
inhibition with the following statement: ‘‘although re-
cognized early on as an almost universal phenomenon, it
has nevertheless met an almost universal disinterest’’ and
‘‘Probably the main reason for this neglect is that the
majority of enzymologists and many authorities in the
field regard substrate inhibition as being almost always a
non-physiological phenomenon’’.

Besides auto-inhibition, other terms for high substrate
inhibition are (1) high-dose inhibition, (2) auto-ant-
agonism, (3) auto-desensitization, (4) self-blockade, (5)
excess ligand inhibition, (6) bell-shaped dose-response
relationship, and (7) the Arndt-Schulz law. The Arndt-
Schulz law is, however, on the sideline. It stems from the
homeopathic field � stating that small doses may have a
beneficiary effect, while large doses may be self-inhibitory
(Clark 1937).

Figure 3.18. A model for bell-shaped synagics in functional
dimerization. High dose of human growth factor (hGH) or
antibody favors hGH/hGH-receptor or antigen-antibody mono-
meric complexes and prevents the formation of active dimeric
complexes. From Fuh et al. (1992; Fig. 1) with permission.

6 The reactive receptor in itself actually has two conformations or
states, an unbound and a bound state, thus adding one more state to
the above counting (see Fig 5.2). In reality there are even more states.
Observe though, that for modeling of allostery, ‘states’ are only for
un-liganded receptor conformations as defined and described in
Chapters 14 and 15.
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Kühl suggests a reaction scheme for auto-inhibition,
which he calls ‘the recovery model’. This model also
suggests new ways to explain such diverse phenomenon
as partial agonism, pulse generation, desensitization,
memory effects, and ultra-sensitivity.

Certain liganded states are shown twice in Kühl’s
general reaction scheme in order to emphasize steps in
his recovery model. For instance R*S equals both ligand
bound and activated, and R?S equals both ligand bound
and non-activatable (desensitized) states. Thus, Kühl
models deviate on several points from an ordinary
reversible kinetic scheme (Kuhl 1994; Kuhl & Jobmann
2006).

3.7.2. Formulation of Kühl’s Minimal Recovery
Model

Kühl’s minimal recovery model is shown in Fig. 3.19.
Direct return from an activated state R*S to a reactive

(reactivatable) state R is not possible in Kühl’s general
model. Thus, R*0R, termed deactivation,7 is not
allowed, while recovery in a step from a non-activatable
(refractory) state R? to an activatable (reactive) state R,
i.e., R?0R, is allowed. Further, R* and R*S are lumped
together as well as R and RS. Thus, by release from the
conventional symbolization, certain elements and path-
ways are eliminated, and with lumped conformations we
reach a rather simple graphical representation, a so-
called minimal recovery model (Fig. 3.19).

Notice, in Kühl’s minimal recovery model for auto-
inhibition even the RS complex is lumped together with
the free conformation of the receptor in the resting
state, R, and both referred to as R.

Essential features of the minimal recovery model by
Kühl are the association of agonist S with R and with R?
having rates k�1 �S �R and k?�1 �S �R?; and the dissociation
of RS and R?S with the rate constants k�1 and k?�1: Only
the complex R*S is active. The activity is proportional to
the concentration of R*S and/or the time spent in this
configuration. R is locked in its refractory or non-
activatable form R?, when an agonist, S, binds to this
isomeric conformation.

The essence of the minimal recovery model is the
balance between the time constant, tr, for recovery from
R’ to R and the association constant k?�1S=k?�1 for the
association with, and dissociation of the agonist from
the refractory state of the receptor, R?.

The probability that reaction R?0R happens instead
of the reaction R?0R?S is therefore given by the
stochastic frequency that reaction R?0R?S does not
occur within the fixed recovery time of tr. The recovery is
a waiting process described by a Poissonian distribution

P�exp(�k?� �S �tr); (3:12)

and the R?0R isomerization has a fixed duration called
tr. The recovery time tr may be put equal to 1/kr, where
kr is the frequency of the recovery, although not a
genuine rate constant.

In the formulation of the minimal recovery model, S
designates concentration of substrate/agonist S, [S], or
concentration of substrate/agonist S normalized by its
equilibrium dissociation constant Ks. To simplify the
analysis, we assume that Ks�1; thus S is [S] or [S]/Ks.

Parameters in Kühl’s minimal recovery model are:

l�S/Ks, and S/Ks�S, since as indicated above Ks is
assumed�1.

/F �k�1 �tr

/P�exp(�F �S)
/A�k�1=k�1 �k?�1=k?�1 �Kd=K?d
/B�k?�1=k�1

/T �k�1 �tr

The product of A and B is A �B�k?�1=k�1 which we may
express as a new constant�C.

Kühl’s equation A9 for the response of his model then
becomes:

R �

P � S

P � (1 � S � S � T) �
1 � P

A � B
� [1 � A � S � (1 � ABTS) � P]

;

(3:13)

which can be slightly contracted and thus reformulated
to:

Figure 3.19. Kühl’s minimal recovery model. Reproduced from Kühl (1994; Fig. 3) with permission.

7 Kühl use the term ‘deactivation’ at variance with its use in this book
(see, e.g., Fig. 3.16).
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response�
S

S �
�

1 � P � T �
(1 � P) � A

P � C

�
� 1 �

(1 � P)2

P � C

:

(3:14)

Here 1�P is the probability of not recovering.
Although the Kühl model is hampered by non-reversi-
bility, examples of dose-response relations for the model
are shown in Fig. 3.20 with a resumé.

On particular features in his model, Kühl states that
the presence of an exponential term introduces an
asymmetry into the dose-response curves and can elicit
an inhibitory leg of the dose-response curve, which can
be very steep; steeper than derived for ordinary reaction
schemes with conventional rate constants. This is true as
demonstrated in Fig 3.20.

3.7.3. Where Does Kühl’s Model Fit In?

Kühl’s minimal recovery model only requires that high
agonist concentration favors an inactive state of a less
active isomer of the receptor or effector molecule in
order to simulate bell-shaped synagics. Meanwhile,

Kühl’s model cannot describe activation of a substrate-
induced auto-inhibition state by an interventor of the
studied system; as found in several systems and discussed
in sub-chapter 7.9.

3.7.4. Conclusions on Kühl’s

Kühl’s model puts forward a simple model for auto-
ant-agonism and desensitization by assuming slow reac-
tion kinetics for certain association and dissociation
steps. The model omits a selection of generally accepted
molecular conformations. Furthermore, pathways be-
tween receptor conformations are banned and most steps
are irreversible. Kühl derives a hypothetical probability
expression based on the relation between rate constants,
rates, and recovery time. The latter appears in the
exponential function P � or even as a Poissonian expres-
sion, see above.

It is commendable to include rates and rate constants,
which for simplicity have been heavily suppressed in this
tome. However, in the case of Kühl’s model, including
rates does not necessarily tangle us out of the snares that
hamper insight into synagics and kinetics.
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Figure 3.20. Dose-response plots of the Kühl model. Parameters in all plot, when not varied in five steps, were: F�1.414, A�1,
T�0.1, and C�0.01. (A) Parameter F is varied in five steps from 1.035 �10�3 (��) to 3.20 �10�2 (� �� �) by a factor square root of
3. (B) Parameter A is varied in five steps from 10�2 (��) to 102 (� �� �) by a factor 10. (C) Parameter T is varied in five steps from
10�3 (��) to 101 (� �� �) by a factor 10. (D) Parameter C is varied in five steps from 10�8 (��) to 104 (� �� �) by a factor 103.
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Rather, you should start by choosing a fully reversible
reaction scheme, as also strongly advocated by Colqu-
houn (1998). Select the simplest, e.g., the K&T model,
and then, as Kühl, add an extra loop with binding of
the substrate that somehow inhibits the activated state of
the receptor. It may be by binding and conformational
change at a secondary site, or as with Kühl, binding
of the agonist to a refractory state, and stabilizing
that conformation by preventing recovery back to the
reactivatable state � the resting state. Study this type of
model, even though they do not include time, before
engaging in non-reversible models. Of course, TIME is a
parameter indispensable for the full analysis of kinetics,
but its introduction may be postponed until the full
implications of synagic analysis are grasped.

Once again, the purpose of this book is to demon-
strate that in order to engage in understanding mole-
cular kinetics dependent on time, it is beneficial to start
at equilibrium with fully reversible models, before
omitting natural pathways and involving more compli-
cated reaction schemes including irreversibility.
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4CHAPTER

Means of Obtaining
Ant-agonist Constants
PRELIMINARY POINTS OF A PERSONAL VIEW

This chapter deals with methods to determine dissocia-
tion constants for ant-agonists and interventors. The
focus is on the analyses of present theoretical tools
based on one-state models used for synagic evaluation of
the mentioned constants, rather than an analysis of data
from synagic experimentation as such.

Sub-chapter 4.6 introduces novel concepts from the
experimental fields that point to a future with imple-
mentation of two-state models presented in Part II.

4.1. Dissociation Constant Determination

4.1.1. Four Methods

Out of several proposals for obtaining the ant-agonist
dissociation constants in functional studies with proven
or assumed simple competitive inhibition, four methods
in particular have been suggested.

(1) The Cheng & Prusoff (1973) equation (C-P).
(2) Its functional equivalent (fe-C-P) that corrects

for potential receptor reserve (Craig 1993).
(3) The Gaddum (1937) equation (Gaddum et al.

1955).
(4) The Schild (1947, 1949) analysis (Arunlakshana

& Schild 1959).

As we shall see, Cheng & Prusoff (1973) also derived
methods for the analysis of non-competitive and classical
un-competitive ant-agonism1 in functional studies (Sec-
tion 4.2.1).

In this text, equilibrium dissociation constants for
competitive ant-agonism are designated Ksi, Kii or Kxi,
while in the literature Kb or KB is often used.

In the non-competitive scheme, constants related to
the ant-agonist or interventor will appear as Ksi, Kii, K/

is
si

or K/
ss
ii ; and a so-called ‘co-lateral intervention’ constant c

comes into play.
More details on the methods above, in particular on

the Schild analysis, can be found in Chapter 11. To
appreciate and judge ‘powered’ versions of the meth-
ods, discussions on the Hill equation in Chapter 10
should be consulted.

4.1.2. Why Parameters for Competitive
Ant-agonism?

In the course of developing methods and analytical tools
to determine the dissociation constants for ant-agonists
in functional studies, there has been a peculiar pre-
ference for systems with competitive inhibition, and
accordingly a host of methods to determine equilibrium
dissociation constants based on the competitive reaction
scheme. Incidentally, the mystery of the preference may
disappear once it is realized that competitive ant-
agonism is a popular if not compulsive prerequisite for
derived theories in binding studies. In binding studies,
non-competitive ant-agonists do not alter agonist
concentration-occupancy relationships (cf. Table 2.2),
therefore, perhaps the variants of Cheng-Prusoff and the
Gaddum/Schild analyses, all with assumed competitive
reaction schemes, are also the preferred kind of analyses
when data from functional studies of ant-agonism are to
be analyzed. Although Gaddum’s and Schild’s equations
are based on null methods (see Section 4.3.2), in

1 Classical un-competitive ant-agonism (Segel 1975, pp. 136�143) is
equal to the amputated form of the hetero-intervention model with
co-lateral coefficient c�1 (see sub-chapter 2.4 and Table 2.6).
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principle, they are to be applied exclusively to studies of
competitive ant-agonism (Kenakin 1997, Chapter 10).

Of the four means of obtaining the ant-agonist
dissociations constants in functional studies, the
Cheng�Prusoff was once fashionable due to its simpli-
city. In later years, the method of Schild has become
increasingly popular, and is currently the acc-
epted method of assessing Kxis (Kbs), while respect
for the C-P has decayed concomitantly, if not drama-
tically (Lazareno & Birdsall 1993b; Wyllie & Chen
2007).

To extract the system constants, Lazareno & Birdsall
(1993b) wisely suggested using an entire data set from a
Schild performed experiment and its analysis based on
Waud’s formulations (Waud 1976, 1978) using non-
linear regression.

Nevertheless, all the methods are based on assump-
tions, and all the methods are fine as long as their
assumptions are full-filled and respected.

4.1.3. Constants for the Hetero-intervention Model

Ehlert (1988) has listed methods for extracting equili-
brium dissociation constants for the complete ternary-
complex model (TCM).2

Thus, for:

(1) agonists. Kss is extracted in binding and in
functional studies with reference to Furchgott’s
method (1966; Furchgott & Bursztyn 1967)
after elimination of a possible receptor reserve.

(2) partial agonists. Kss is extracted in binding and in
functional studies with reference to methods by
Barlow et al. (1967) and Waud (1969).

(3) ant-agonists. Ksi or Kii is extracted in competitive
reaction schemes of binding and functional
studies with reference to the null methods by
Arunlakshana & Schild (1959).

(4) interventors (sub-chapter 2.5). Kii, of the com-
plete ternary-complex with co-lateral interven-
tion constant c"1, is extracted in binding,
radio-ligand binding, and functional studies
according to Ehlert’s scheme (see formulations
in Table 2.3).

The fourth category of methods was developed by
Ehlert (1988) for extracting affinity constants as well as
the intervention constant c based on the complete TCM
identical to the intervention model derived in Chapter 2.
The present co-lateral intervention constant c is equal to
parameter 1/a in Ehlert’s paper.

Ehlert’s four categories of methods are based on
classical occupancy theory with one-state reaction
schemes. In functional studies, response is therefore
equated as a simple product of occupancy and efficacy,
where affinity constants are imagined as separable from
efficacy constants. This view is repeated for instance in
Griffin et al. (2003). The idea is in accord with one-
state models as presented here in Part I of the book,
but at variance with Stephenson’s understanding of
efficacy (Stephenson 1956) and with the two-state
allosteric models presented in Parts II and IV (see
Sections 1.3.4, 1.3.5, 1.3.8, Box 1.3, Chapter 5 and
Chapter 14).

4.1.4. Ant-agonist Constants and Receptor States

Observe, therefore, that the simple paradigm of a
universal affinity constant for a particular ant-agonist
ligand and receptor interaction (Ehlert 1988; Kenakin
et al. 1995; Kenakin 2004; Hill 2006) has been expanded
due to receptive units in more than one state and is
eagerly debated (Baker 2005a,b; Baker & Hill 2007a,b;
Giraldo et al. 2007).

Meanwhile, in Chapter 4, I will only discuss ant-
agonism at a basal or ‘classical’ level with receptors in
a single state, thereby ignoring, thus far, the complica-
tions of a receptive unit in two or more states, initiated
particularly in Chapter 5.

4.2. The Cheng-Prusoff Equations

At the outset, we will go through the Cheng & Prusoff
(1973) derivation of formulae for extracting ant-agonist
dissociation constants from experimentation assuming
competitive and non-competitive ant-agonism, supple-
mented by recent suggestions for a functional equivalent
of the Cheng-Prusoff equation (fe-C-P) (Craig 1993).
The derivations by Cheng & Prusoff are not completely
new (see, e.g., Kirschner & Stone 1951; Webb 1963, p.
106). From the formulae and a determination of the
apparent ant-agonist dissociation constant IC50, para-
meters such as Kii and Ksi may be extracted. In sub-
chapter 4.3, derivation and discussion of the Gaddum
equation are detailed for extracting ant-agonist dissocia-
tion constant Ksi, followed by the Schild analysis
introduced in sub-chapter 4.4. However, a meticulous
presentation of the Schild method is postponed. Use of
Schild’s null method for extracting relevant parameters
and the method’s raison d’être are discussed in Part III
Chapter 11.

Extracting parameter values by the C-P formulation
of non-competitive ant-agonism (intervention) is pre-
sented first.

2 The complete ternary-complex model (TCM) with three indepen-
dent system constants and a co-lateral coefficient c"1, cf. Ehlert
(1988), is still a one-state hetero-intervention model (sub-chapter 2.5).
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4.2.1. Cheng-Prusoff for Kii and IC50 in
Non-competitive Ant-agonism

In functional studies, non-competitive ant-agonism
(intervention) developed in Section 2.4.5 yielded Eq.
2.3, which is repeated here:

ar

TR
�

S

Kss�
1 �

S

Kss

� �
1�

1 �
I

Kii

� : (2:3) (4:0)

Here ar is the actual response and TR the maximal
response.

The first fraction on the right hand side of Eq. 2.3 is
the activity in the absence of ant-agonists, equal to a
simple load-expression at equilibrium. It is multiplied by
a second fraction, 1/(1�I/Kii), which is a correction term
in the presence of a non-competitive ant-agonist (inter-
ventor). When the ant-agonist concentration, I, lowers
the stimulated response by half, then for any value of S, I
is equal to IC50 by definition. Half of the response
occurs when the correction term equals 1/2, which
exclusively happens for IC50�Kii.

Thus, in functional, non-competitive intervention,
IC50 is always equal to Kii, and independent of [S]:

IC50 �Kii or �K ss
ii ; (4:1)

(Kirschner & Stone 1951; Cheng & Prusoff 1973).

Note that the assumption here is that an initial
binding of a ligand ‘S’ to the receptive unit does not
change the dissociation constant for the ensuing bind-
ing of an ant-agonist ‘I’. Thus Kii�K/

ss
ii is equal to the

assumption that the co-lateral intervention constant
c�1 (cf. sub-chapter 2.4).

4.2.2. Explicit Expressions for Ksi, Kii, and IC50 in
Competitive Ant-agonism

For competitive ant-agonism (formulated in Eqs. 2.12
and 2.13 in Section 2.4.9),3 a similar type of analysis as
for non-competitive intervention yields that half a
response, when no ant-agonist is present, can be written
as (1/2) �(S/Kss)/(1�(S/Kss)) and must equal the
response when ant-agonist concentration I�IC50 (Fig.
2.6). That is, inserting IC50 for ‘I’ in Eq. 2.12 gives us:
(S/Kss)/(1�(S/Kss)�(IC50/Ksi)) at a given concentra-
tion of S. Therefore, as these two 50% or half maximal
responses must be equal, we have:

(1=2) �(S=Kss)=(1�(S=Kss))

�(S=Kss)=(1�(S=Kss)�(IC50=Ksi)); (4:2)

or

1=(1�(S=Kss))�2=(1�(S=Kss)�(IC50=Ksi)): (4:3)

Subtracting the left nominator from the right nomi-
nator and the left denominator from the right denomi-
nator in Eq. 4.3, i.e., implementing regula detri rule b2
in Box 1.1, gives us:

1=(1�(S=Kss))�1=(IC50=Ksi); (4:4)

and for all values of S by rearrangement:

IC50 �Ksi �(1�(S=Kss)) or Ksi �IC50=(1�S=Kss): (4:5)

IC50 in this case is appKsi, equal the apparent dissocia-
tion constant for a type 1 competitive ant-agonist. For a
type II competitive ant-agonist, Kii replaces Ksi in Eq. 4.5
(see footnote 4.3).

Eq. 4.5 is the renowned Cheng-Prusoff equation for
competitive ant-agonism in mono-substrate enzymatic
reactions (Cheng & Prusoff 1973).4 As long as the
assumptions for using this C-P formulation are met,
the relationship in Eq. 4.5 holds for both competitive
ant-agonism in functional studies and for competitive
displacement in binding studies.

From Eq. 4.5 we have for competitive ant-agonism

when S��Kss then Ksi#IC50 �Kss=S;
when S�Kss then Ksi �IC50=2; and
when SBBKss then Ksi �IC50:

All the relations for competitive type I ant-agonism
hold for competitive type II ant-agonism by replacing Ksi

with Kii.

4.2.3. Direct Derivation of the Cheng-Prusoff
Equation for Competitive Ant-agonism

Above is the classical way of obtaining the C-P equation
for competitive ant-agonism. However, it may be ex-
tracted in a more direct manner, as demonstrated here.

For a fixed concentration of an agonist S?, the actual
inhibitory response (air) in competitive ant-agonism was
derived earlier in Eq. 2.9d. That equation is valid for
both studies of function and binding. I repeat the
equation in a slightly modified form:

air�FR �
I=Ksi

1 � S?=Kss � I=Ksi

; (4:6)

where the full response (FR) is equal to S?/(S?�Kss).
Compare Eq. 4.6 with Eq. 2.9d.

3 In this context, to keep things on a reasonable level, only Ksi for the
competitive ant-agonism type I, as surveyed in Section 2.4.9, is
analyzed. This leaves an analysis of the competitive ant-agonism type
II, as in Section 2.4.10, with its constant Kii to be evaluated by the
reader. Note, here Kii is not K/

ss
ii as in Eq. 4.1.

4 As already indicated, a slightly different form of this C-P equation for
competitive ant-agonism was derived by Kirschner & Stone (1951).
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Thus, depending on one’s focus, from Eq. 4.6 with a
fixed concentration of agonist, S?, you also have:

air

FR
�

I

I � Ksi � (1 � S?=Kss)
; (4:7)

and in parallel with this, for the actual remaining activity
(ara), from Eq. 2.10b in studies of competitive ant-
agonism we can formulate:

ara�
S?

S? � Kss � (1 � I=Ksi)
: (4:8)

These two functions (Eqs. 4.7 and 4.8) are mirror
images, horizontally-flipped, as shown in Fig. 4.1A�B,
and in a relative form in panels C�D. All graphs in
Fig. 4.1 are for both functional and binding assays.

The second term in the denominator of Eq. 4.8, Kss �
(1�I/Ksi), is equal to the appearant disociation con-
stant for a substrate or an agonist Kss, appKss�EC50.

The second term in the denominator of the right
hand expression in Eq. 4.7, Ksi �(1�S?/Kss), is equal to
the apparent equilibrium dissociation constant for a
competitive ant-agonist, appKsi�IC50, at a fixed agonist
concentration S?. We obtain directly:

appKsi �IC50 �Ksi �(1�S?=Kss); (4:9)

and rearranged equal to:

Ksi �IC50=(1�S?=Kss): (4:10)

Eq. 4.10 is the Cheng-Prusoff equation for Ksi in
competitive ant-agonism with IC50 determined at a
single fixed concentration of the agonist S?. Since Eq.
4.10 is valid for any value of S]0, it is identical to Eq.
4.5, which is the general form of the Cheng-Prusoff
equation for Ksi in competitive ant-agonism both in
functional and in binding studies.

A generalized form of the equation for ara (Eq. 4.8)
can be obtained by replacing the fixed concentration of
agonist, S?, with a non-fixed agonist concentration ‘S’
(see Eq. 4.8b).

4.2.4. Comparison of Competitive and
Non-competitive Inhibition Curves

A parallel can be made between a generalized form of
the C-P equation for competitive ant-agonism as for-
mulated here:
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Figure 4.1. Examples of dose-responses for competitive ant-agonism of actual-inhibitory-response (air) and actual-remaining-
activity (ara) as a function of the ant-agonist concentration [I]. (A) The air d-r relation is given in Eq. 4.6. (B) The ara d-r is
formulated in Eq. 4.8b. (C) Expression for the relative air/FR as in Eq. 4.7. (D) The relative ara/FR is obtained by dividing both
sides of Eq. 4.8b with the full response: FR�S/(S�Kss). In all four panels, the agonist concentration [S] is varied in five steps
from 10�2 (*) to 102 (* �� *) by a factor 10. Parameters in all four panels are: Kss�0.1 and Ksi�0.01. Grey dots indicate half
maximal effects.
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ara�
S

S � Kss � (1 � I=Ksi)
; (4:8b)

equal to:

ara�
S

S � EC50

; (4:8c)

and the non-competitive ant-agonism, Eq. 2.3 or Eq. 4.0.

If Ksi in the equation for competitive ant-agonism (Eq.
4.8b) is substituted by the C-P expression in Eq. 4.5, the
general formulation for actual remaining activity of
competitive ant-agonism in Eq. 4.8b can be rewritten to
S/((S�Kss) �(1�I/IC50)). Try to derive this expression.

Thus, two parallel expressions, one for competitive
ant-agonism and one for non-competitive intervention,
become:

competitive: ara�
S

(S � Kss)
�

1�
1 �

I

IC50

� (4:11)

and by rewriting Eq. 4.0 from Section 4.2.1:

non-competitive:
ar

TR
�

S

(S � Kss)
�

1�
1 �

I

Kii

� : (4:12)

In Eqs. 4.11 and 4.12, both [S] and [I] may vary.
The two expressions for the competitive ara and non-

competitive ar/TR are identical, except for IC50 versus
Kii. In the competitive expression, IC50 is a function of
the agonist concentration S and the agonist dissociation
constant Kss, since IC50�Kis �(1�S/Kss), while Kii for
non-competitive ant-agonism is not a function of either
the agonist concentration S or its dissociation constant
Kss. Non-competitive Kii is a constant and equal to K ss

ii :
Thus, in order to determine Kii in the non-competi-

tive situation, knowledge of S and Kss values is not
necessary since a functional inhibition curve may be
obtained for any value of agonist stimulation induced by
a fixed S concentration. Further, the initial full-
response in the absence of an interventor � concentra-
tion [I] equals zero � is given by FR�Rtot �S?/(S?�Kss),
where FR is the so-called full response. Therefore,
increasing the concentration I of an ant-agonist reduces
the FR by 1/(1�I/Kii) in a non-competitive reaction.
The IC50 of this ‘inhibition curve’ is equal to Kii.

In order for systems to be analyzed by the competitive
scheme, the ratio S/Kss must be known before one can
evaluate Ksi. The ratio S/Kss is usually obtained from
initial studies of agonist dose-response characteristics,
ensuring a competitive relationship for the studied
system. Following this analysis, a dose of the agonist
may be added to induce its so-called full-response. In
functional studies, at a given agonist concentration [S?],
the IC50 for the ant-agonist can be determined by

increasing the concentration of the ant-agonist I, and
with knowledge of Kss, the dose-response relation for
competitive synagics may be analyzed in the same
manner as for non-competitive dose-responses (Eqs.
4.11 and 4.12).

In functional studies with a receptor reserve the
measured dissociation constant, EC50, may be a distor-
tion of the Kss. Therefore, in functional studies with
competitive ant-agonism, EC50 should be used instead of
Kss. This will correct for a potential receptor reserve (see
Section 4.2.5).

4.2.5. The Functional Equivalent of the Cheng-
Prusoff Equation (fe-C-P)

In the C-P regime of competitive antagonism, it is
necessary to obtain the equilibrium dissociation con-
stant for the employed agonist in order to determine a
dissociation constant for an ant-agonist (Eq. 4.5). Mean-
while, as pointed out by Craig (1993), in case there is a
receptor reserve, it is necessary to replace the agonist
dissociation constant, Kss, with its equivalent EC50

obtained in functional studies.
The equivalent of the C-P equation for functional

competitive ant-agonism as a formulation of increasing
ant-agonist concentration with unknown receptor re-
serve, is obtained by inserting EC50 for Kss in the
denominator of Eq. 4.7, which now writes:

air

FR
�

I

I � Ksi � (1 � S?=EC50)
: (4:13)

Compare Eq. 4.8b with Eq. 4.13.
The term Ksi �(1�S?/EC50) in the denominator of

Eq. 4.13 is equal to IC50 at a given agonist concentration
[S?], and we can deduce that the ant-agonist dissociation
constant is given by:

Ksi �
IC50

(1 � S?=EC50)
: (4:14)

This equation is identical to the functional equivalent
of Cheng-Prusoff’s equation derived by McKinney et al.
(1991) and Craig (1993). Accordingly, Eq. 4.14 is
designated the ‘functional equivalent of Cheng-Prusoff’
(fe-C-P).

Similarly, compare Eq. 4.14 with Eq. 4.10. To obtain
the ant-agonist dissociation constant in competitive
reaction schemes, Ksi or Kii, it is now sufficient to
perform a ‘functional inhibitor curve’ experiment based
on a single fixed agonist concentration, S?, and increas-
ing the ant-agonist concentration from zero to �90%
inhibition (Fig. 4.2).

Eq. 4.14 is valid, but only when its assumptions are
fulfilled.

Observe that knowledge of EC50 for an agonist under
study is necessary for any kind of analyses for ant-agonist
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parameters, although it may be argued that knowledge
about receptor reserve is not needed for the two null
methods of Gaddum and Schild (sub-chapter 4.2 and
Chapter 11).

4.2.6. The Validity of the Cheng-Prusoff Equation
for Competitive Ant-agonism

The C-P (Eqs. 4.5 or 4.10) and its functional equivalent
Eq. 4.14, are based on the assumption of competitive
ant-agonism and covers for both binding and functional
studies.

Logically, in case the Cheng-Prusoff equations � C-P
and fe-C-P � are supplied with a theory such as Hill’s
reaction scheme (Chapter 10) as suggested by some
authors (Leff & Dougall 1993; Lazareno & Birdsall
1993a,b), they are, mechanistically speaking, bound to
result in spurious results. We should remember that
Hill’s reaction scheme is only valid as a quantitative tool,
not as a theoretical reaction scheme (see Chapter 10).
However, this is not an argument for rejecting Eqs. 4.10
and 4.14 without Hillian exponentiation (Lazareno &
Birdsall 1993a,b).

In comparing the C-P approach with the null
methods of Gaddum and Schild (Lazareno & Birdsall
1993a,b), it is true that the complete Schild analysis
will reveal deviations from simple competitive reaction
schemes, while an analysis of dose-response relations
will miss that, if only inducing, for instance B50% of
maximal response, and continuing with an ‘inhibition
curve’. Therefore, the correct C-P analysis requires a
thorough determination of dose-responses for agonists

and ant-agonist, after which it may be just as valid as a
complete Schild analysis. Meanwhile, observe that a
Schild method too requires application of both agonist
and ant-agonist over extended ranges. Thus, on equal
basis the C-P has its advantages over a Schild analysis as
it requires fewer data points than the Schild procedure
(see Section 4.4.2 and Chapter 11).

The thorough Schild analysis requires a good
amount of data point, which is often limited by a
requirement for impracticable high agonist as well as
ant-agonist concentrations. A Schild slope with values
deviant from unity is often the outcome of a functional
Schild analysis. The deviant slope may be formulated as
a Hill coefficient. This has been used as an argument
for the validity of Schild’s analysis, and the rejection of
other analyses based on for instance the C-P/‘inhibition
curve experiments’ (Leff & Dougall 1993; Lazareno &
Birdsall 1993a,b).

For me, this argumentation does not hold. When
Hill’s reaction scheme is evoked as potentiation either
of a C-P or a Schild-type derivation (Leff & Dougall
1993; Lazareno & Birdsall 1993a; Cheng 2004) and
used not in a process of semi-quantitation, but as a tool
for analysis, then valid dissociation constant for ant-
agonists, KBs, are not obtained from either a Schild or
a C-P analysis, only their estimates. Admittedly, when
a system cannot be treated for its receptor reserve,
a Schild analysis, if possible, might be performed
instead of a C-P analysis. On the other hand, in case
unreasonably high concentrations of either agonists
or ant-agonists are needed for the Schild analysis,
which is often the case, then a much simpler C-P
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Figure 4.2. An inhibition curve based on simple competitive ant-agonism. Half of the full response (FR�90.9%) is at 45.45%
corresponding to an ant-agonist concentration of Ksi (here equal 10) in arbitrary units.
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analysis may be valid with the right precautions, such as
ruling out a receptor reserve by use of the fe-C-P
equation.

On a different issue, concerning tracer binding-
displacement studies, Munson & Rodbard (1988, erra-
tum: J Receptor Res 9: 511, 1989�1990) have argued for a
correction to the Cheng-Prusoff correlation between
IC50 and Ksi, Eq. 4.5, in case total and free concentra-
tions of either receptor or labeled ligand are not the
same (also see http://www.orc.ru/�yur77/refine.htm).

4.3. The Gaddum Equation

4.3.1. Derivation and Evaluation of the Gaddum
Equation

Based on experiments performed and published in
1926, Gaddum was the first to derive an equation in
1937 (Gaddum 1926, 1937, 1943), which when reformu-
lated and expressed in symbols used presently, yields:

ara

FR
�

S?

S? � Kss � Kss � I=Ksi

: (4:15)

Compare Eq. 4.15 with Eq. 4.8b. They are identical
and the derivation of both is parallel. Thus, Gaddum’s
equation is derived based on arguments already given
in Sections 2.4.11, 4.2.3 and 4.2.4.5

4.3.2. A Comparison Between the C-P and
Gaddum Equations

The Gaddum analysis (Gaddum et al. 1955; Gaddum
1957) together with the Schild equations (Schild 1947,
1949; Arunlakshana & Schild 1959) are so-called null
methods. The hallmark of null methods is that they
eliminate complexing factors from the analysis of
dissociation constants in binding studies, although the
Gaddum and Schild formulations are particularly devel-
oped for functional studies. The complexing factors may
be efficacy-related conformational changes and other
conditions pertinent to functional studies (Chapter 5).
However, it is still paramount to check for all other
kinds of deviations from simple load before embarking
upon a particular analysis. With this in mind, it seems
that the C-P analysis and its functional equivalent, fe-CP,
are satisfactory (McKinney et al. 1991; Craig 1993).

4.4. Preliminary Comparison of
Schild-analysis with Cheng-Prusoff
Analysis

4.4.1. Prelude

Here we will discuss a comparison of the four methods
suggested for determining and extracting Kb values
including the Schild analysis (see Section 4.1.1). For
this, one needs a provisional understanding of how the
Schild regression operates. Therefore, such an insight is
presented in Section 4.4.2. Chapter 11 provides a more
detailed description of the Schild method, including
newer transformed Schild formulations, such as that
devised by Waud (1975, 1976) and reinstated by
Lazareno & Birdsall (1993b).

4.4.2. The Schild Regression. Initial
Considerations

The standard procedure for extracting Kbs with the
Schild dose-ratio (DR) method is as follows. Preferably
in the same assay or on the same tissue, perform a
cumulative agonist dose-response control curve and
continue with a single dose of an ant-agonist included
in consecutive agonist dose-response relations, i.e., an
ant-agonist concentration which varies for each of the
following agonist dose-response curves (Fig. 4.3A).
Calculate a DR based on equi-active agonist responses,
as for instance 60% in Fig. 4.3A, from the ratio of
concentration S? of agonist in the presence of an ant-
agonist over the equi-active concentration of agonist,
S0, selected in the absence of an ant-agonist. The dose-
ratio is DR�S?/S0. Collect DRs from each agonist
dose-response curve with a single ant-agonist concen-
tration present, which varies from curve to curve. From
these DRs at each of the agonist S? concentrations
rendering equi-active responses, make a plot of (DR�1)
against the actual ant-agonist concentration (Fig. 4.3B).
The curve of the Schild regression should be a straight
line with a slope of unity. If this is the case, then
extend the Schild curve to the y-axis (i.e., DR�1�1)
and read an estimate of Kb for the ant-agonist as the
value of intercept with the x-axis. In Fig. 4.3B, which is
a linear� linear plot, this happens at the point (1,1);
meaning that Kb�1. A log� log plot of (DR�1) versus
[I] in Fig. 4.3B is shown in Fig. 4.4 as a Schild
regression. A Schild regression, which is a straight
line with slope one, is a good indication that the
assumptions for the Schild analysis are fulfilled, i.e.,
simple competitive interaction, type I or type II,
between agonist and ant-agonist. Conversely so when
a Schild regression is not a straight line or does not
have a slope of unity or both. In such situations,

5 Colquhoun (2006) has pointed out that the Gaddum equation was
presented much earlier than 1937 by Michaelis and coworkers in 1914
and quoted in Haldane’s book from 1930. Colquhoun further claims
that Gaddum’s equation was merely derived for binding studies. I
don’t read Gaddum’s 1937 paper to that effect. Anyhow, observe that a
Gaddum equation for fractional binding is identical to one for
fractional response when based on a competitive reaction scheme.
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information does not allow for an estimation of the
ant-agonist equilibrium dissociation constant Kb. Never-
theless, the type of deformation in the Schild regres-
sion, away from linearity, may give hints about the
underlying reaction scheme. Kenakin has meticulously
listed and illustrated many of the possible deviations in
the Schild regime (Kenakin 1997, Chapter 10).

4.4.3. The Cheng-Prusoff Versus the Schild

At face value, the Schild method has two advantages over
the C-P scheme. (1) The Schild regression or Schild plot6

steps over problems of receptor reserve. For the C-P
scheme, receptor reserve may be solved by employing the
fe-C-P instead of C-P (McKinney et al. 1991; Craig 1993). (2)
The Schild regression inherently reveals deviations from the
assumptions expected of the studied system, which is that it
must follow simple, one-state competitive ant-agonism.
Incidentally, it can be argued that if the C-P analysis is
performed as it ought to be, correctly with a complete
agonist dose-response curve, this will also reveal deviations
of the studied system from the assumptions, namely that it
must follow simple, one-state competitive ant-agonism.

On the other hand, Schild analyses have at least the
following three maladies, which do not hamper the C-P
‘functional-inhibition curve’ analysis. (1) To displace the
apparent dissociation constant of a competitive dose-
response curve, appKss, by a mere factor of 2 requires an
ant-agonist concentration equal to Kb, meaning that an
analysis of DRs at ant-agonist concentrations below Kb is
not very accurate (see hatched area in Fig. 4.3 and 4.4).
(2) For a proper Schild analysis, frequently it is impos-
sible to reach high enough agonist does-responses with
ant-agonists present, while the Cheng-Prusoff functional-
inhibition curve analysis may be easily performed. (3)
The many data points needed for a proper Schild analysis
may also cause problems due to a prolonged duration of
data collection and several separate preps may be
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Figure 4.4. A plot of ‘Schild regression’ based on the plot in
Fig. 4.3. Here both axes are logarithmic. Since Ksi was chosen
as 1, we can read the log (affinity) for the ant-agonist
compound as zero directly of the x-axis equal � log (Ksi) or
pA2 at a response level equal to log (DR�1)�0. The hatched
area is for dose-responses with normalized ant-agonist con-
centrations below or equal 1 (see Chapter 11 for more details).
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Figure 4.3. An illustration of the Schild analysis. (A) A control
dose-response curve for an agonist S is established with the
ant-agonist concentration [I]�0. At 60% response, arbitrarily
chosen and indicated by a horizontal line, the agonist
concentration is 1.5 in arbitrary units. With an ant-agonist
present at either of three maintained concentrations, three
additional agonist dose-response curves are provided with
fixed ant-agonist concentration at for instance 1, 10, or 100 in
arbitrary units. For these three latter curves, [S] is 3.0, 16.5
and 151.5 when the response is at 60% for all three curves
and comparable to the same effect for the control curve, equi-
active. The dose ratios (DRs), which are independent of the
selected response level for equi-activity, are 3.0/1.5�2, 16.5/
1.5�11, and 151.5/1.5�101 for the three experimental
curves. A plot of the DRs against their pertinent selected
ant-agonist concentrations is in panel B. For DR�1 equal 1 on
the ordinate, the abscissa value is equal to Ksi, which was
chosen here as 1. Note, the plot is a linear�linear graph, while
a Schild regression is a log�log plot of the same curve as
shown in Fig. 4.4. The hatched area in panel A is for dose-
responses with ant-agonist concentrations below or equal 1
(see Chapter 11 for more details).

6 On the difference between a Schild regression and a Schild plot, see
Fig. 11.7 and Pratt & Taylor (1990, p. 63).
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needed. Pros and cons for the two methods will depend
on the system under exploration (see Chapter 11).

4.4.4. A Provisional Statement about Schild
Versus Cheng-Prusoff

As already alluded to in Section 4.2.6, Leff & Dougall
(1993) and Lazareno & Birdsall (1993a,b) argued for
the Schild analysis in favor of the Cheng-Prusoff analysis.
Their argumentation was partially based on implement-
ing the ‘logistic’ function onto the Schild, as already
suggested by several others (Arunlakshana & Schild
1959; Ariëns et al. 1964, p. 146), thus providing a
correspondence between the Hill factor and the Schild
slope. However, to me, this transformation is not an
advantage for the null method of Schild. Why? It is due
to the convoluted acceptance for implementing such a
transformation of the Schild theory as an explanation
for a non-load behavior. Moreover, the ‘logistic’ trans-
formation could just as well be implemented for the
Cheng-Prusoff regime.

The Hill factor is generally not a parameter for a
realistic system constant, but rather can be a practical
measure of ‘co-operative’ activity, that is, load-deviant
behavior. Accepting Hill’s analysis may prevent one
from searching methods that are more useful. I shall
return to this claim in Chapters 10 and 11.

4.4.5. An Unfaltering Implementation of Power
Coefficients

Similar to Leff & Dougall (1993) and Lazareno & Birdall
(1993a), HC Cheng has argued for the use of a powered
version of the Cheng-Prusoff formulation along with the
functional-equivalent of Cheng-Prusoff (Cheng 2002).
Furthermore, Cheng has argued for a potentiation of the
Scatchard formulation and a complete potentiation of
the Schild equation in order to extract KBs from synagics
that deviate from the simple competitive dose-response
relations (Cheng 2004). Cheng has listed different
potentiations of the Schild DR equations in the literature
(Cheng 2004, Table 6), and his potentiation of Schild is
similar to a suggestion by Ariëns and co-workers (1964,
p. 146). As pointed out by Giraldo et al. (2007), a proper
warning against an unreflected acceptance of ‘powered’
regimes should specify their mere empirical status.

Credibility for the implementation of power coeffi-
cients by Cheng to extract KB’s from non-conform
synagics is based on a ‘proportionality approach’
(Cheng 2002; Cheng & Lai 2003). This proportionality
approach is the same as using expressions of regula detri
for actual response ar compared to remaining response
rr which is equal to the ratio between ligand concentra-
tion and it dissociation constant as developed later in
Chapter 8, e.g., Eqs. 8.8 and 8.16, and repeated here:

ar

TR � ar
�

S

S � Kss � S
0

ar

rr
�

S

Kss

: (4:16)

This type of double fractional formulation as in the right
side regula detri of Eq. 4.16 may be raised to a power ns

for the agonist [S] and a power ni for the ant-agonist [I].
Thus, for instance:

ar

TR � ar
�

Sns

Sns � K
ns
ss � Sns

0
ar

rr
�

�
S

Kss

�ns

: (4:17)

This type of ‘proportionality with potentiation ap-
proach’ was also suggested by Ariëns and co-workers
(1964, p. 429) and has been extensively and successfully
used by Chou & Talalay (1977, 1981; Chou & Hayball
1996; Chou et al. 2005; Chou 2006) for analysis of
synergy (Chapter 12, Section 12.2.1). However, as also
pointed out in Chapter 12, implementing this type of
Hill approach will yield quantitative estimates of virtual
system constants, but not a solution.

4.4.6. My Response to Potentiation in
Section 4.4.5

We use math to simulate Nature. Sometimes Nature
deviates from our math. To solve such a discrepancy, a
‘nice trick’ is to raise the function variables and/or the
function constants to powers that now become new
parameters of the system. In pharmacology, the classical
example of this approach is the Hill equation, which I
will comment on in greater detail in other chapters of
this book (see, e.g., sub-chapter 8.2 and Chapter 10,
Sections 10.1.1�10.1.4). Also mentioned several times,
potentiation (raising to a power) of variables and
parameters is a legitimate approach when assumptions
are taken into account, i.e., questioning whether the
selected arithmetics cover the physics of the studied
system. Meanwhile, this cautious standpoint seems to be
ignored, when Cheng (2004) writes ‘Although the Hill
equation is originally derived for allosteric enzymes with
multiple subunits, the Hill coefficient is now believed to
signify a co-operativity of the drug-receptor interaction’.
Compare this with Hill’s statements about his own
coefficient (quoted in Section 10.1.2). Hill’s coefficient
is merely a qualitative estimate of co-operativity and an
empirical assessment (Giraldo et al. 2007).

4.5. The Best Method to Extract Kxis

4.5.1. A Method of Global Regression for the Kbs

The best use of experimental data in an analysis for
system parameters seems to be the method suggested by
Lew & Angus (1995, 1997); see also Lazareno & Birdsall
1993b). These authors suggest a global non-linear
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analysis of the composite data obtained from a C-P
functional inhibition curve assays together with a Schild-
type dose-response data collection, and an equal weight-
ing of all data points. This is a correct view, but again I
have my doubts about their suggestion to also implement
a logistic (Hill-type) theory for the reaction scheme to be
the basis for an extraction of the ant-agonist Kbs. I hope
to convince you that my uncalled-for objection can be
substantiated (cf. sub-chapter 8.2 and Chapters 10 and
11). Thus, the Lew-Angus method is recommended, but
the applied theory in such an analysis should be as
realistic as possible, not a Hill transformation. Especially,
after the emergence of two-state reaction schemes, such
as the Hall (2000) allosteric two-state model (ATSM), it
seems more valid to implement two-state theories for
ligand-receptor interactions when observing deviations
from simple load (Chapter 7). This is also true for inverse
agonists as simple competitive ant-agonists in the cyclic-
two-state model (Chapter 5) (Giraldo et al. 2007).

4.5.2. The Best Method to Extract Kbs.
A Summary

At this point, a conclusion on the discussion in preceding
sections is that data obtained both from dose-response
curves with increasing ant-agonist concentrations
(Schild-type data) and from functional-inhibition curve
experiment (C-P-type data) should be analyzed by a
global non-linear regression of the total data and based
on the most realistic theory available for the studied
system. Often this can be just the simple one-state
competitive ant-agonist reaction scheme and its formula-
tion, as presented in Sections 2.4.9 and 2.4.10. In
functional studies, hetero-interventory interaction tools,
as formulated in Eq. 2.17, may also be evoked in the
analysis.

Extra: The C-P analysis in its simple form may, at least
in principle, be analyzed by a single data point determi-
nation (van Rossum 1963). However, in real life it is
necessary to supply the C-P analysis. Thus, a determina-
tion of a full dose-response relation is required in order
to supply a value for the dissociation constant for the
agonist, Kss, Km, or Kd. Accomplishing this task will
reveal if the interaction with the agonist follows the
assumed simple load, just as the analysis of the inhibi-
tory curve will also reveal deviation from the simple load

for competitive ant-agonism (Fig. 4.1B�D). To judge
deviations, one can employ the factor-squared rule
described in Section 8.1.4 from experimental dose-
response relations, as idealized in Fig. 4.1. Various
forms of non-competitive and hetero-intervention mod-
els are aberrant possibilities that will show up in the
simple analysis. This still leaves other alternatives
undetected, such as receptor reserve, non-equilibrium
conditions, functional competition, or heterogeneous
receptor populations. One should check for these
possibilities. In an ordinary Schild analysis, also based
on simple competitive ant-agonism, many of these
deviations from the assumed scheme will reveal them-
selves (Chapter 11).

4.6. Multi-response Ligands and
Ligand-dependent Differential
Responses

To impart perspective, here in Chapter 4 dealing with
classic one-state ligand�receptor interactions, their
parameters, and their determination, it may be appro-
priate to briefly consider new trends and conceptions in
the synagic field, pointing to a need for parameter
analyses in two-state models as described in detail in
Part II.

4.6.1. Functional Selectivity and Multi-response
Ligands

Following the confusion about inverse agonists, which
was settled in the mid-1990s (sub-chapter 5.1), the
phenomena of multi-response ligands and functional selec-
tivity related to 7TM receptors have emerged and are
being debated eagerly (see the 2007 August issue of
Trends Pharmacol Sci). In particular, it is a question of
how to designate these two conceptions in order to nail
their substance.

4.6.2. Multi-response Ligands

Techniques for determining ligand responses and
expanded drug design-development-and-discovery have
spurred the recognition of multi-response ligands.

Table 4.1. Multi-response ligands � also designated ‘allosteric agonists’ or ‘ago-modulators’

Multi-response ligands No specific model One-state model Two-state model

Positive/negative Modifier agonist Interventor agonist Modulator agonist

Positive/negative Modifier inverse agonist Interventor inverse agonist Modulator inverse agonist

The table suggests nomenclature for ligands that possess both modifier and agonist/inverse agonist activity elicited from an allosteric binding site and/or by overlap
with a primary site.
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Although the subject of multi-response ligands is not
completely new (Jakubik et al. 1993), it has been
invoked recently by Schwartz & Holst (2006, 2007),
who termed these ligands ‘ago-allosteric modulators’
(Schwartz et al. 2006; Teng et al. 2007), followed by
Christopoulos and co-workers who talk about ‘allosteric
agonists’ (Langmead & Christopoulos 2006; May et al.
2007a,b). In principle, dual effects of modifier mole-
cules at 7TM receptors cover both positive and negative
action on binding and function of present primary
ligands, while the modifiers at the same time, in the
absence of other ligands, can appear as either agonist or
inverse agonist in their own right in binding and
functional assays with all responses elicited from a
secondary site � the allosteric site � equal to ‘allosteric
agonists’ (see http://www.IUPHAR.org).

Notice in this connection, in the understanding and
description of this type of dual response ligands there is
also possible co-lateral binding, i.e., simultaneous bind-
ing at primary and secondary sites (sub-chapter 2.6).
Hence, classical agonist and inverse agonists bind to a
primary orthosteric site, while the new ‘multi-response
ligands’ may bind to a secondary allosteric site and a
primary site, and the overlap at a primary site may even
be a dynamic one (Schwartz & Holst 2007). Actually,
such a possibility can explicitly be formulated by the four-
pane one-state model (FP-OSM) depicted in Fig. 2.4.

For multi-response ligands in relation to my strict
separation of intervention models, with interventors in
one-state schemes, from allosteric models, with mod-
ulators in two-state schemes, as presented in Chapter 14,
I suggest a scheme of designators that follows the

segregation of ligands into ‘interventors’ and ‘modula-
tors’, and furthermore with the two combined under the
term ‘modifiers’ (Table 4.1).

4.6.3. Functional Selectivity

‘Functional selectivity’ is a broad designator for the
conception that ligands in general may activate some
elements of the repertoire of functions that a receptive
system can engage with endogenous ligands (Urban
et al. 2006). This selective functionality by ligands is not
new (Jones et al. 1991; Meller et al. 1992; Spengler 1993;
Migeon & Nathanson 1994; Kenakin 1995), but due to
new combinatorial assay systems and high throughput
screening programs, it is revealed more often and in
growing complexity (Kenakin 2007; Leach et al. 2007).
In this connection, several descriptive terms have
appeared, such as ‘collateral efficacy’ and ‘permissive
ant-agonism’ (Kenakin 2005), which I list in Table 4.2
and supply with a new term that might specifically
characterize the paradigm of ‘functional selectivity’. I
thus follow a suggestion by Urban et al. (2006) to try to
find the most appropriate term. The new term is ‘ligand-
dependent differential response’ (Table 4.2).

Note that enzymes that are multi-sited may also
respond in different ways upon activation by pertinent
ligands (Fig. 4.5) (Krejewski et al. 2005, 2008).

4.7. Epilogue of Part I

4.7.1. Revisiting the Schism of Binding and
Function

As stated earlier, it was provisionally assumed that
binding is only a matter of adsorption, while function
is established through adsorption and absorption due to
an additional conformational change (Figs. 1.2 and 1.3).

Table 4.2. Variety of functional ways. Terms for assay systems that due to specific ligands elicit or dampen some of the
responses associated with the functional repertoire of the system either independent of the presence and absence of other
ligands or dependent on the presence of other ligands

Other ligands On binding and functionality Definition Reference

Independence of other ligands Functional selectivity Broad functionality Urban et al. (2006)

Collateral efficacy7 Phenomenological Kenakin (2005)

Stimulus trafficking Mechanistic Kenakin (1995)

Ligand-directed trafficking Focus on the ligand Galandrin et al. (2007)

Biased agonism General Alpin et al. (2007)

Schulte & Levy (2007)

Differential efficacy Applied science Goldin et al. (2007)

Differential response* Broad This book

Protean agonism

at the same receptor

Positive and inverse

Agonism

Kenakin (2001)

Dependence on the presence of other ligands Permissive agonism Leach et al. (2007)

Permissive ant-agonism Kenakin (2005)

*In order to cover ‘broad’, my suggestion for the ‘functional selectivity’ would probably be (pos/neg), (primary, allosteric, co-lateral) ‘ligand-dependent differential
response’. The term ‘response’ covers both functionality and binding. If adopted, the colloquial version of this designator is likely to be ‘differential response’.

7 ‘Collateral’ indicates parallel processes and should not be mixed
with ‘co-lateral’ in ‘co-lateral binding’ (sub-chapter 2.6). Hence,
collateral is related to differential responses, while co-lateral is
related to ‘binding of multi-response’ ligands (listed in Table 4.1).
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This is also somewhat implied by the function of the co-
lateral intervention coefficient c � a conformational
parameter related to efficacy.

The best way to illustrate the difference between a
binding experiment and an assay for a functional
response is to contrast the simplest forms of dose-
response relationship for the two types of experiment.
This is presented in reaction schemes, in formulas, and
in plots (Figs 1.8 and 1.9A). Several of the features are
quite obviously different between binding and function
from the presented figures.

Allow these statements to stand for a short moment as
they are valid for the synagic models of Part I.

In a seminal paper, Colquhoun discussed the schism
between binding and function, or affinity and efficacy,
and how to visualize, prove, and measure the related
molecular mechanistic changes (1998, Figs. 1A�B and
2A�B). These changes are equal to conformational
changes of receptors, separation into subunits of hetero-
trimeric G proteins, and gating in channels. Colquhoun
concluded that we have almost completely failed in
demonstrating the structural changes that lie behind the
observed deviations measured for all kinds of proteins.

Colquhoun’s 1998 paper is a milestone paper in
receptology. Colquhoun made it clear, that we are not
in a position to separate affinity and efficacy, as it was
imagined in the classic period and still purported in
many one-state models. This paper is essential reading
for all those interested in the analysis of synagic and
kinetic data. Colquhoun’s insight has taught me a lot.
Keep in mind, binding like function is dependent on
conformational changes at the gating site and not
necessarily solely at the binding site in effector proteins.

Insecurity about our ability to separate affinity and
efficacy or binding-gating is still actual (Colquhoun
2007). This knowledge together with an implementation
of genuine two-state models will be exploited in Part II.

4.7.2. Revisiting the schism of competitive and
non-competitive ant-agonism

Recently, for GPCRs, Baker and coworkers have meti-
culously reconfirmed that not all agonist-dependent
inhibition by ant-agonists is by classical competitive
ant-agonism (Baker 2005a, b, 2008; Baker & Hill
2007a, b). These and other observations have spurred
terms such as ‘‘orthosteric ant-agonist’’ and ‘‘allosteric
ant-agonist’’ (Jakubik & Dolezal 2006; Hemstapat et al
2007; May et al. 2007b; Kenakin 2008). These terms
imbue our minds with the conceptions that ant-agonist
in the presence of agonists may work at a primary or a
secondary binding site. In modeling, as I have demon-
strated in chapter 2, classical competitive ant-agonism
may be induced from a primary (orthosteric) binding
site, type I competitive inhibition, or from a secondary
(‘‘allosteric’’) binding site, type II competitive ant-
agonism. Thus both intervention, non-competitive in-
hibition and type II competitive ant-agonism may fall
under the term ‘‘allosteric ant-agonism’’. When we
model for analysis of synagics, it is worth (recom-
mended) to operate with a strict terminology. Thus, in
modeling, naming of interventors (chapter 2) and
modulators (chapter 14 and 15) operating from a
secondary site should be considered carefully. Who
knows, maybe ‘‘orthosteric ant-agonist’’ and ‘‘allosteric
ant-agonist’’ is for the future.

Figure 4.5. ‘Multi-response receptive units’. Overall structure of multi-sited glutamine synthetase (GS). For more details on GS,
see Chapter 13. (A) The subunits of the MtGS hexamer are colored either gold/red or green/blue. Ball-and-stick representations
of MSO-P and ADP (black) show the location of the active sites at subunit�subunit interfaces. (B) The b-strand register-shift that
distinguishes the current taut structure of MtGS (gold carbons) from the previous relaxed one (dark gray carbons) is shown.
Residues of the relaxed structure are underlined. From Krajewski et al. (2005, Fig. 1) with permission.
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IIPART

TWO-STATE MODELS:
COMPLEX AGONISM AND
MODULATION

In Part II we are still at the receptor level. In Part IV on
super-complex agonism and regulation, we will move
beyond the confines of the ligand-receptor level.

The word ‘complex’ in the title to Part II is a reference
to reaction schemes that involve two-state receptor
models. Thus, in reality, the adjective ‘complex’ covers
the concept of ‘two-state’ reaction schemes.

The two-state model, developed for ion-channels and
enzymes during the 1950s, has recently undergone a
dramatic re-emergence in and impact on pharmacology
(Rang 2006). Paul Leff writes (1995) ‘Until recently
pharmacological receptor theory developed along non-
mechanistic lines and largely overlooked the two-state
concept’.

II.1. Two-state Models?

What do we mean by ‘two-state’ reaction schemes? The
intervention reaction scheme in Chapter 2 consisted of
four symbols for a receptive unit, R, RS, IR, and IRS
(Fig. 2.1). These symbols signify that the receptive unit
exists in four different states. The same is true for the
four receptor symbols of the ternery-complex model
described for G protein-coupled receptors (GPCRs) (see
Section 2.7.2). However, to make it very clear, the
designation ‘two-state’ in the term ‘two-state model’
(TSM) is a reference to the number of states for the un-
liganded receptive unit. Therefore, as we shall see, a
model by Katz and Thesleff from 1957 is a TSM, since it
explicitly operates with the un-liganded receptor in two
conformations, R and R* (Figs. 5.1A and 5.4). Similarly,
when we come to the allosteric and the homotropic
TSMs, as well as the extended-ternary-complex and

the cubic-ternary-complex models in Chapter 7, these
additional four models are also true ‘two-state’ reaction
schemes even though they each cover a total of six to
eight different conformations for the receptive unit.
Their sole un-liganded receptive units are R and R*, i.e.,
they are genuine TSMs (cf. Chapters 7 and 14). Note,
that the intervention reaction scheme analyzed in
Chapter 2 (Fig. 2.1), and the ternary-complex model
(TCM) described for GPCRs (front quadrant of
Fig. 7.4A) are not genuine TSMs. In these two models,
there is only one form of the un-liganded receptive unit.

Thus, the reader should realize that ‘complex’ and
‘TSMs’ need a context to be perceived correctly, and
certainly within the frame of this book.

II.2. Agonism. Two-steps Versus
Two-states

A simple two-step model, the del Castillo & Katz (dC&K)
model (Figs. 5.1B, 5.2A and 5.3B), and a simple two-state
model, such as the original by Katz & Thesleff (Figs. 5.1A
and 5.2C), are developed in sub-chapters 5.6�5.9. ‘Two-
step’ covers reaction schemes in which intermediate
conformations of liganded but non-active receptive units
are involved together with liganded conformations that
are active (Fig. 5.3B). Meanwhile, a receptive unit in both
an un-liganded and an active state, R*, is not necessarily
part of the two-step reaction, as it has to be in TSMs
(Fig. 5.4). The simple one-state reaction scheme, as
formulated by del Castillo & Katz (1957) (Fig. 5.1B),
supports the classic view of first-binding-then-activation
(see sub-chapter 5.6). Three additional two-step models,
described in Chapter 6, follow the first-binding-then-
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activation scheme and are the so-called ordered, ran-
dom, and ping-pong reaction schemes.

II.3. Intervention and Modulation

Chapter 2 in Part I outlined ant-agonism and inhibition
by intervention. To recapitulate, ‘intervention’ means
mutually inclusive, i.e., two different ligands can bind
simultaneously to their respective binding sites, while
the two ligands do not bind at either site. There is no co-
lateral binding possible (Section 2.6.3 and Fig. 2.4). On
the other hand, when such a two-sited receptive unit for
both interventor and agonist is also capable of a ‘two-
state’-switch, R /X R*, its full thermodynamic reaction
scheme involves eight receptor conformations, and
ligand interaction at the secondary binding site is now
denoted ‘modulation’ rather than ‘intervention’. This
type of reaction scheme is covered in Chapter 7 by the
allosteric two-state model (ATSM).

II.4. Auto-intervention and
Auto-modulation

Chapter 3 in Part I covered a simple auto-intervention
reaction scheme, in which a single ligand could bind to
either of two separate sites. Therefore, for such an auto-
intervention reaction scheme, it was possible to have both
mutually inclusive as well as co-lateral binding. A ligand,
which can bind to either site and simultaneously to both
sites, will affect the binding characteristics for the very
same type of ligand at the opposite binding site. If we
assume that this receptive unit with auto-intervention can
also switch between ‘two-states’, then ligand interaction

at the secondary binding site is now denoted ‘auto-
modulation’ rather than ‘auto-intervention’. The full
thermodynamic reaction scheme for such an auto-
modulatory receptive unit may be equated by the homo-
tropic two-state model (HOTSM), surveyed in Chapter 7.
In Chapter 5 on complex agonism, we shall first deal with
a receptive unit in two-states, but only with a single
binding site.

II.5. Dissociation Versus Association
Constants

In developing the two-state concept in Part II, we will also
switch freely between equilibrium dissociation and
association constants. At equilibrium the parameters
can be dissociation constants, such as Ks, Kd, Kss, Ksi,
Kis, and Kii, plus Ksm, Kms, and Kmm, and association
constants, such as As, Am, Ass, Ais, Asi, and Aii, plus Ams,
Asm, and Amm; thus far used for normalizing ligand
concentrations. In these subscripts ‘i’ signifies an
inhibitor/interventor or its binding site and ‘m’ stands
for a modulator or its binding site (Fig. II.1). For rules on
subscript nomenclature see Box 2.1 in Chapter 2.

The choice of either dissociation or association is
selected ad hoc as it simplifies formulation and under-
standing in the theoretical analyses of models. Thus, in
theoretical analysis of slightly complicated reaction
schemes with ‘two-state’ isomerization, it is sometimes
convenient and more straightforward to use ‘forward’
association constants, although ‘backward’ dissociation
constants have the useful dimension of concentration.
In principle, they are equally valid. Van Rossum (1966)
has given arguments for selecting either association or
dissociation constants.

Figure II.1. Modulator (M) against interventor (I).
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5CHAPTER

Complex Agonism

5.1. Basal, Spontaneous, and Constitutive
Activity

Many activities run through effector molecules in the
natural state of resting cells. Channels tunnel molecules,
pumps pump ions, and cotransporters shovel nutrients
to the enzyme catalyzed furnace. Let us think of these
activities at rest as basal activity by the various effector
molecules.

Viewing the regulated function of effector proteins
from the perspective of receptive units, the receptor
molecules are mostly thought of as quiescent until
the moment they are stimulated by an agonist, which
now affect and alter the effector activity � a view
which due to its simplicity more or less dominated
pharmacology and its textbooks until about a decade
ago. In a way, such a view is even more obvious in
enzymology and transport physiology, since sub-
strates or transported molecules in many types of
experiments must be present in order to allow
measurement of function. However, the above dog-
matism about receptors seems to have vanished with
the recent realization that even in the absence of
agonists, many receptor systems including systems
of over-expressed receptors (Costa & Herz 1989)
display spontaneous activity, while mutated receptors
might be or become constitutively active (Kenakin
et al. 1995; Milligan & Bond 1997), and explain the
behavior of inverse agonists (Bond et al. 1995;
Kenakin 2004).

5.1.1. A Period of Transception

From 1989 to 1995, pharmacology experienced a
renaissance in its understanding of molecules that
stimulate or inhibit receptor function due to the
recognition that many receptors, and therefore also
their effector proteins, are already basically, sponta-
neously, or constitutively active.

Understandably, during this period of transception,1

the discoveries and recognition of spontaneous receptor
activity briefly confused the definition of what agonists
and ant-agonists should be, how to designate them, and
furthermore, how to design experiments, including
which drugs to choose for ones own experiments
(Kenakin 1987; Jenkinson 1991; Hoyer & Boddeke
1993; Kenakin et al. 1995). In those years, new notions
and formulations were introduced, e.g., concepts ap-
peared such as ‘inverse agonism’, ‘negative efficacy’, and
‘negative intrinsic activity’ as well as ‘negative ant-
agonism’ (Costa et al. 1992; Samama et al. 1993;
Kenakin 1994; Milligan et al. 1995; Bond et al. 1995;
Kenakin 1995a,b; Kenakin et al. 1995; Kenakin 2004).
Those lacunae in our understanding almost evaporated
again with the re-recognition of the cyclic two-state
model (cTSM) (Robertson et al. 1994; Leff 1995), and
later developed reaction schemes, such as the ATSM
(Hall 2000), the HOTSM (Bindslev 2004), and the cubic
ternary-complex model (CTCM) (Weiss et al. 1996 a,b,c)
(Chapter 7).

5.1.2. Function and Binding Concepts

When we focus on receptor controlled protein function,
as mentioned, activity in the absence of agonists can
be either basal or spontaneous/constitutive activity.
The constitutive activity in mutated receptor/effector
systems is most easily seen when receptors are over-
expressed. Thus, the acronym CAM, standing for
‘constitutively active mutants’, has emerged. However,
the three concepts ‘basal’, ‘spontaneous’, and ‘constitu-
tive’ are often used interchangeably. For the modeler of
reaction schemes, activity observed in functional studies
can be either (1) basal/spontaneous/constitutive, or (2)
agonist-induced activity.

1 Transception is synonymous with a jump in conception and
sometimes even with a paradigm-shift.
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In binding studies, the term ‘activity’ is meaningless.
Therefore, for those experimental situations where a
binding assay is used, ‘spontaneous activity’ may be
replaced by a term such as ‘high-or-low-affinity-state’.
Thus, spontaneous high-or-low-affinity-states in occu-
pancy studies has a direct parallel to the spontaneous
activity in functional studies and is delineated here for
TSMs in Section 5.8.4.

5.2. Inverse Agonism and Multi-functional
Drugs and Receptive Units

5.2.1. Inverse Agonists

Increasing numbers of compounds, considered agonists,
are observed to inhibit spontaneous or constitutive
activity instead of stimulating the activity. In addition,
ant-agonists have been observed to prevent the inhibi-
tion induced by thought-to-be agonist and rather to
stimulate receptor activity in the presence of these
inhibitory agonists.

The thought-to-be agonists with a reducing effect on
spontaneous activity are now known as ‘inverse agonists’,
whereas compounds that ant-agonize the inhibitory
effect of inverse agonists, but without an effect on their
own in the absence of inverse agonists, are still signified
as ant-agonists or even better as neutral ant-agonists
(Milligan et al. 1995). Moreover, many competitive ant-
agonists have been found to be inverse agonists (Chidiac
2002; Strange 2002; Kenakin 2004).

Since the reappearance of spontaneous receptor
activity and its cognate inverse agonism, the cTSM has
experienced a revitalization (Leff 1995). As we shall see,
the effects of inverse agonists are immanent in the cTSM
and its formulation. Thus, the TSM has taken center
stage, while concepts from Stephenson’s efficacy scheme
as partial agonism and receptor reserve (sub-chapter
1.3) still live on in parallel.

5.2.2. Multi-functional Agonists

New models are required as novel ligand-receptor
interactions are discovered. Ligands that bind to pri-
mary sites as agonists and to secondary sites as mod-
ulators may behave as auto-modulators, described for
the HOTSM in Chapter 7. Acetylcholine at muscarinic
receptors is one example (Winding & Bindslev 1993).
Other drugs are developed that both stimulate as
agonists and concurrently affect the response to an
endogenous agonist, so-called ‘ago-modulators’ (Table
2.2B and 4.1) (Schwartz & Holm 2006). To date, the
behavior of these types of drugs has not been well
described and therefore demands new modeling.

Several papers on this theme appeared in the August
2007 issue of Trends in Pharmacological Sciences.

5.2.3. Multi-liganding Receptors

Just as new concepts on multi-functional ligands appear,
novel possibilities for multi-functional binding and
catalysis in receptive units emerge. Thus, binding of
ligands in the binding sites of a receptive unit is often
more than the simple view of a ‘key-in-the-lock’. As an
example of this complexity, the enzyme Cyt P450 3A4,
which is induced by glucocorticoids and degrades about
half of all ingested drugs in humans, seems to adapt its
binding site to more than one drug, at the same time
exhibiting both homotropic and heterotropic allostery
(Isin & Guengerich 2005; Ekroos & Sjogren 2006).
Again, innovative modeling may be required for this
catalytic system (Roberts & Atkins 2007).

5.3. Prelude to TSMs with Only One
Binding Site

5.3.1. Two-state Receptor Models

As we start to examine dose-response relationships that
do not follow simple load theory, some of the problems
and challenges we face have already been presented in
preceding sections on partial agonism, on possible spare
receptors, on allostery, on spontaneous activity, and on
inverse agonism (Chapter 1).

Before 1950, ideas about complex receptor function
advanced slowly. Although A.J. Clark, the farther of
pharmacology, hinted at receptor reserve as an explana-
tion for the linear drug concentration-response for
narcotics and had his doubts about the applicability of
a simple load theory in the mechanistic Langmuirian
sense (Clark 1937, p. 64 and pp. 215�217), he tena-
ciously purported formulations along the lines of a
power equation, i.e., response�occupancy raised to a
power of n (Clark 1937).

From the 1950s on, things started to move. Based on
earlier observations and with sharp insight, Wyman
imagined a concerted conformational change in hemo-
globin subunits as oxygen would bind, affecting the
binding of the next oxygen to bind (Wyman & Allen
1951; Edsall 1980). Likewise, at this time in the field of
muscle enzymes, a wakening insight began to crystallize
among biochemists. They drew reaction schemes invol-
ving intermediate states for activity of the enzyme
(Tonomura & Watanabe 1952; Watanabe et al. 1953;
Botts & Morales 1953; Blum 1955; Botts 1958). This
culminated in the late 1950s, when a cTSM for enzymes
was finally formulated. Botts and Drain (1958, reaction
scheme 14) first described a cTSM for enzymes with the
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explicit involvement of a conformational change for un-
liganded receptive units between a reactive and an active
state in a fully reversible reaction scheme (Fig. 5.1D).

5.4. Transition Away from Classic
Receptor Theory

5.4.1. Stephenson’s Reaction Scheme

Recognition of a need to explicitly express the existence
of a conformational change for the un-liganded recep-
tor ran in parallel with observations of partial agonism
and receptor reserve (Furchgott 1955; Nickerson 1956;
Stephenson 1956). Ariëns (1954) introduced the para-
meter ‘intrinsic activity’ a, a system constant between 0
and 1, that could account for partial agonism. However,
to incorporate both partial agonism and receptor
reserve, Stephenson (1956) gave a simple approach for
the formulation of response as a function of a stimulus.
Stephenson wrote the stimulus expressed as adsorption
in the form of a Langmurian occupancy, the load, times
activation in the form of an efficacy constant, e (Eqs. 5.1
and 1.17), i.e. not the property ‘efficacy’ as used in
relation to response (see also the following discussion
and sub-chapter 1.3). Furthermore, the actual response
or activity was now an unknown function of this stimulus
(see Eq. 5.2).

Stephenson’s stimulus, consisting of a binding process
and an activation process, was equated as:

stimulus�occupancy �efficacy constant; (5:1)

and a response, related to the concept termed
‘efficacy’ as a property, was then imagined by Stephenson
as a yet unknown function of the stimulus:

response�unknown function of

(occupancy �efficacy constant): (5:2)

Note in Eq. 5.2 that ‘response’ or its related property
efficacy is not the efficacy constant but an unknown
function of the efficacy constant.

Thus for various agonists, dialing on a nob-of-efficacy,
that is, varying the efficacy constant in Eq. 5.2,
Stephenson could explain the observation of response
for partial agonism including a possible receptor
reserve (Fig. 1.12A�B) (Stephenson 1956, Figs. 1 and
9). Similar plots are generated later from the functional
form of the dC&K model (Fig. 5.6).

5.4.2. Efficacy and Efficacy Constant
Starts to Merge

Although, the two terms ‘efficacy’ as a property and
‘efficacy’ as a constant were intended as separate
concepts, a slip of the mind due to wording later
brought the two together as equal. Thus, the relative
response due to an agonist ‘property’, equal to ‘efficacy’
(Stephenson 1956, p. 380), was unfortunately not clearly
differentiated from ‘efficacy’ as a constant used through-
out most of the paper by Stephenson (cf. for instance
the legend to Stephenson’s Fig. 9 (1956), reproduced in
Fig. 1.12B, and his Table V). See also Sections 1.3.4�
1.3.8 and more details on this subject in Section 5.6.2.

In the intervening years, Stephenson’s model for
efficacy has been refined by several authors in an attempt
to experimentally isolate and determine an entity such as
the efficacy (Furchgott 1966; MacKay 1966, 1977; Black &
Leff 1983; Clarke & Bond 1998; Clark et al. 1999). Why
the effort? Well, if one can obtain experimental data for
the activation process per se, i.e., the efficacy in absolute

Figure 5.1. Four original reaction schemes. (A�B) DelCastillo and Katz (1957, p. 369 and p. 380) reaction schemes 2 and 3
(dC&K). Ach�S, R�initial reactive receptor, SR�intermediate reactive (‘inactive’) conformation, and SR?�an active form
(open), that may desensitize. In panel B a nearly irreversible step0S�R? is added. R? is the receptive unit in its un-liganded
form, a non-reactive conformation, i.e., desensitized. (C) Katz and Thesleff (1957) reaction scheme 5 (K&T5). Note the balanced
equilibrium condition in panel C: b/a�k1k2/k3k4. (D) Botts and Drain (1958) reaction scheme 14 (B&D14). The authors comment
‘Free energy considerations also require that, for generality, the deformation steps in the cycle be reversible’.
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terms as an efficacy constant, that would give us an
opportunity to assay and understand the conformational
change that is elicited in a protein molecule when it
activates. Others have questioned Stephenson’s model
(Colquhoun 1987, Colquhoun & Farrant 1993). In
addition, as pointed out by several authors, all efforts
to dis-entangle dose-response relations and isolate an
efficacy constant will be in vain (Kenakin 1994, 2002;
Colquhoun 1998). Notwith-standing, with a different
perspective, playing on the affinity and efficacy of drugs
as separate and on a model for their combined effects,
Black and co-researchers came up with cimetidine, the
money-making drug for ulcer treatment (Kenakin 2004,
pp. 6�7).

5.5. The Actual Scene

Before moving on to the development of models
equipped with two conformations for the un-liganded
receptive unit and cartooned as the so-called cTSM, let
us pause for a moment and look at the actual scene for
TSMs and other similar reaction schemes.

Two main trends are presently being pursued, the
TCM and three-state models (IIISMs).

5.5.1. The Ternary Complex Model (TCM)

One trend is that of the TCM, detailed as the INTER-
VENTION model in Chapter 2. The TCM originally took
care of the realization that in order to elicit function,
receptors had to couple to other protein molecules, with
G proteins as the prime example (Abramowitz et al.
1980; Birnbaumer et al. 1980; DeLean et al. 1980),
and further detailed by Ehlert (1988). The TCM for G
proteins was preceded by a so-called ‘two-step receptor
model’ (Boyneames & Dumount 1975, 1980), a ‘mobile-
receptor model’ (Jacobs & Cuatrecasas 1976), and
‘precoupled and collision-coupled models’ (Tolkovsky
& Levitzki 1978, 1981). Shortly after, the TCM expanded
to the extended ternary complex model (ETCM) (Iyen-
gar et al. 1980; Lefkovitz et al. 1993; Samama et al. 1993;
Kenakin et al. 1995; Weiss et al. 1996a), to a cubic
ternary-complex model, CTCM (Frieden 1970; Laidler
& Bunting 1973, p 318; DeHaën 1976) later derived
especially for G protein as the second ligand (Kenakin
1995a; Fong 1996; Weiss et al. 1996a,b,c; Onaran & Costa
1997), and further to a dynamic variation on the CTCM
theme in the form of a cubic ternary-complex activation
model (CTCAM) (Shea et al. 2000). Both the ETCM and
the CTCM take into account the idea of two states for the
receptor in a fully reversible scheme, the cTSM. Thus,
TCM people on their part are bending towards the
paradigm of cTSMs.

In the field of G protein coupled receptors, the
discussion about which model to use is ongoing
(Kenakin et al. 2000, Chapter 5, p. 156), although the
new ways of thinking about dose-response relations with
ETCM and CTCM have reached maturity and are ready
to be exploited in an unfolding of the cubic TCM and its
quaternary sibling, the cubic quarternary-complex
model (CQCM), Fig 7.5, (Christopoulos et al. 1998;
Christopoulos & Kenakin 2002). This goes together with
other variations on the theme (Rusch et al. 2004; Rusch
& Forman 2005; Downing et al. 2005; Durroux 2005),
and is also combined with receptor ensemble hypo-
theses (Onaran & Costa 1997; Kenakin & Onaran 2002).
Some details on these models are described in Chapter 7
(Table 7.3).

5.5.2. Three-state Models (IIISMs)

The other trendsetting development is multi-state
models, where receptor molecules are complexed
with G proteins in a precoupled fashion, i.e., receptor
and G protein complexation precedes the binding of
ligands. In these theories, two different active states
are postulated for the receptor and each binds to a
different G protein allowing for the experimentally
observed bifurcation of signals for GPCRs. With an
additional non-active receptor state, the total comes to
three un-liganded receptor states, the IIISMs (Leff
et al. 1997; Scaramellini & Leff 1998, 2002; Strange
1998; Surya et al. 1998; Kameda 2003). Thus, two-state
modelers engaged in GPCR transduction mechanisms
are bending towards the context of a TCM, a model
including a complexation step with a third compo-
nent, the G protein, for both the receptor as such and
the ligand-receptor complex before the receptor per-
forms its action (Scaramellini & Leff 2002). Giraldo
(2004) analyzed a IIISM in more detail and concludes
that the model can be useful for assessing quantita-
tively the changes in activity following receptor muta-
tion. The IIISM keeps the stick-shift of efficacy within
the receptive unit, so to speak, contrary to other
models that leave the efficacy transmission to a step
beyond the receptor as in classic receptor theory, for
instance in the TCM, where the efficacy coupling is
down-stream of the receptor in the chain of events for
signal transduction.

For more about models on signal bifurcation, see the
quarternary-complex model (QCM) by Kukkonen et al.
(2001) and the models by Tucek et al. (2002) in Chapter
11. These latter models for promiscuity are all one-state
models. Thus, the QCM mentioned here is not the same
as the CQCM mentioned in Section 5.5.1, which is a
genuine TSM, look at Fig 7.5. See Table 7.3 for a survey
and segregation of these models.
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5.5.3. A Decisive Jump from Steps to States

Before moving on to these types of exciting new models,
we need an insight into their base, which are the cTSM
and its modulatory versions in the form of the ATSM
and HOTSM. Accordingly, we now continue with the
development of the cTSM starting with the dC&K
model, a two-step reaction scheme, which transforms
into the cyclic-two-state mechanism (cTSM).

5.6. Two-steps Intermediate Complexes in
Non-active States

5.6.1. The del Castillo & Katz Reaction Scheme
(dC&K)

At the same time that Stephenson introduced his
efficacy term, in order to accommodate theory to
dose-response of partial agonists, another approach
was invoked to handle the expected conformational
changes during activation of receptor channels. Katz
together with del Castillo suggested a hypothesis in
which they envisioned that binding of a ligand to a
receptor formed an intermediate complex, RS, which
could switch to a secondary active state, R*S, Fig. 5.1A.
Their model was also proposed in an attempt to explain
the competitive ant-agonism between choline derivatives
at nicotinic acetylcholine receptors in the neuro-mus-
cular junction (del Castillo & Katz 1957, p. 369). The
two authors further extended their model for the
desensitization phenomenon of the nicotinic receptor
channel (Fig. 5.1B) (del Castillo & Katz 1957, p. 380), as
described earlier by several researchers (Fatt 1950;
Thesleff 1955). At the time, desensitized receptor
channels were termed ‘non-reactive’ receptors. The
complete del Castillo & Katz reaction scheme, which
explicitly included a transition from a liganded reactive
state � non-active intermediate state � to a liganded and
active state, was described as:

R � S v RS v R�S;

in which R*S is an active conformation of the
receptive entity including a possible desensitized state.

This dC&K reaction scheme is the simplest two-step
model with a ligand involved in an activating isomeriza-
tion. However, it is not a TSM.2 Without a ligand
involved as for voltage-operated channels, the reaction
scheme is even simpler (Fig. 5.2B).

For enzymatic activity, two-step models with their
intermediate state or conformation were already pro-
posed in the early 1940s (Glasstone et al. 1941) and

ideas about two-step mechanisms appeared increasingly
compelling. Impetus for this came from the develop-
ment of techniques to measure fast reaction kinetics
by Eigen in Germany, Tonomura in Japan, Chance in
the USA, and Roughton in England. Eyring’s transition-
state theory was also instrumental (Eyring 1935,
Glasstone et al. 1941) as was Wyman’s reflections on
the response in hemoglobin upon oxygen-binding
(Wyman & Allen 1951). The treated and tested systems
included enzymes, hemoglobin, receptor channels
and transporters, including ion channels. Inspired
by the Perutz (1942) studies on hemoglobin, now
receptive units were described as existing in ‘aramag-
netic’ to a ‘diamagnetic’ configuration (Wyman 1948;
Allen et al. 1950), in non-deformed to deformed states
or as in non-active intermediate states (Tonomura &
Watanabe 1952; Hodgkin & Huxley 1952; Watanabe
et al. 1953; Shaw 1954; Blum 1955; Glynn 1955; Botts
1958). Later these terms became ‘tense’ equal to non-
deformed or reactive, T, and ‘relaxed’ equal to de-
formed or active, R, states of the receptive units
(Fig. 5.2D) (Monod et al. 1965) (also see Section 5.9.9
and Chapter 15).

The state of affairs gave birth to two thermodynami-
cally complete two-state receptor models, one developed
for desensitization at the nicotinic acetylcholine recep-
tor (Fig. 5.1C) (Katz & Thesleff 1957) (see sub-chapter
5.7), and another for enzyme catalytic activity (Fig.
5.1D) (Botts & Drain 1958).

2 Definition: two-state models operate with the un-liganded receptor in
two conformations.

Simple two-step and      two-state models

C           O 

CS OS

MWC

C           O 

CS OS

cTSM (K&T)

C           O C           O 

C          O          D C          O          D 

C         CS         OS C         CS         OS 

dC&K

C         CS         OS   D  C         CS         OS   D  C         CS         OS   D  

AA CC

BB DD

Figure 5.2. Simple reaction schemes including transcribed
originals from Fig. 5.1. Models in A are one-state models
(OSMs). Models in B�D are genuine two-state models (TSMs).
S is a substrate or agonist. (A) Transcription of the two dC&K
schemes from Fig. 5.1A�B. (B) Simple reaction scheme
between closed, C, and open, O, conformations that may also
desensitize, D (inactivate). (C) Transcription of the K&T5
scheme from Fig. 5.1C. (D) Simplified Monod-Wyman-Chan-
geux (MWC)-scheme. Note that this scheme is not fully
reversible as for instance the K&T5 and B&D14 reaction
schemes in Fig. 5.1.
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5.6.2. The Misconception Induced by
Stephenson’s Efficacy Scheme

At this point in our development of models, it would be
beneficial to compare the scheme by Stephenson,
described in Chapter 1 and Eqs. 5.1 and 5.2, with the
scheme by del Castillo & Katz.

Let efficacy parameter for conformational change be
given by the symbol ‘e’ and occupancy by the symbol ‘y’.
Then we can abbreviate Stephenson’s formula (Eq. 5.2)
into:

r�f (y �e); (5:3)

while the del Castillo & Katz hypothesis may be written
by a near-identical expression, in an abstract form, as:

r�f (y; e): (5:4)

In these two equations, r is the response and f( )
means ‘function of’.

The difference between Stephenson and dC&K is a
product operator in Stephenson’s expression, ‘ � ’ (Eq.
5.3) versus a separation or listing operator, ‘,’ (Eq. 5.4),
for the del Castillo & Katz interpretation of receptor
states (Fig. 5.3). The conceptual difference between a
‘Stephenson’ and a ‘Katz-et-al.’ formulation is subtle,
but the influence on the outcome of the formulated
equations is more than dramatic. It is mind-blowing.

For the dC&K model, the derivation of formulas takes
in its origin including explicitly a ‘new’ conformation of
the receptive unit. In the Stephenson scheme, the effect
of a conformational change is simply multiplied as an
efficacy constant e onto the occupancy term y (Eq. 5.3),
and the product is often taken as the response to cover
efficacy, not just the stimulus. That is, Eqs. 5.1 and 5.2 in
sub-chapter 5.4 are combined, thus omitting the ‘func-
tion of’. The misuse is exerted due to impatience with

the lack of an explicit formulation for Stephenson’s
‘function of’.

There is a world of difference between this miscon-
ception of Stephenson’s efficacy scheme due to its
ambiguity, and the scheme by del Castillo & Katz. This
difference will be made even clearer by the end of sub-
chapter 5.10 on ‘operational models’.

As mentioned, the temptation to ignore the ‘function
of’ operator in Eqs. 5.2 and 5.3 often results in
equations where binding and conformational changes
appear as a simple product (see Section 1.3.4). Users of
the Stephenson scheme are misled by Eq. 5.3, and as
mentioned in Chapter 1, Colquhoun (1998) has re-
ferred to the temptation to misinterpret Stephenson’s
scheme as ‘Stephenson’s error’. With Stephenson’s
error, the efficacy coefficient easily becomes identical
to Ariëns ‘intrinsic activity’ coefficient a (Ariëns 1954)
which it is not supposed to be (Stephenson 1956; van
Rossum 1966).

From conceptually being separable in the miscon-
ceived Stephenson scheme (Furchgott 1966; Venter
1997), the system entities y and e, insensibly, become
inseparable in the del Castillo & Katz scheme (shown
later in sub-chapter 5.8 and discussed further in sub-
chapter 5.10) (Fig. 5.3B).

5.6.3. Formulations of the Two-step dC&K model

The expression in Eq. 5.4 is open to many interpreta-
tions, one of which is the formulation of del Castillo-
Katz’s reaction scheme with an intermediate receptor
conformation, RS, and an additional conformation of
the bound receptor in an active form, R*S.

Although not originally formulated by dC&K, their
two-step reaction scheme may be equipped with an
association constant, As, for the first step, and governed
by an equilibrium isomerization constant, L?, for the
second step. Thus:

R�S X
AS

RS X
L?

R�S;

(Fig. 5.3B). At a glance, this dC&K scheme may
suddenly look as if we have separated binding and
efficacy. Meanwhile, when equating this reaction
scheme, the system constants As and L? become micro-
scopic constants, i.e., they become inseparable (see
Sections 5.8.1�5.8.3). Inseparable system constants are
the reverse of ‘Stephenson’s error’.

In terms of a distribution formulation in the Lang-
murian sense, we can write the fraction of receptors in
an active form for a dC&K response as:

response

total
�

R�S

R � RS � R�S
; (5:5)

and this represents the actual functional level.

R + S R*SRS
L’As

occupancy = y = S/(S+Ks)
stimulus = e ·y
relative response = f {e · [ S/(S+Ks)] }

relative response = f {L’, [S/(S+Ks)]}

Stephenson’s

del Castillo & Katz’s

As=1/Ks
L’ = e

A

B

Figure 5.3. Formulation of the Stephenson and dC&K reac-
tion schemes. (A) Occupancy, stimulus, and relative response
efficacy as formulated by Stephenson. (B) The dC&K schemes
were published without indication of rate constants, dissocia-
tion constant or isomerization constant. S is ligand concentra-
tion. Ks is a dissociation constant, and e an efficacy constant.
As is an association constant for S, and L’ an isomerization
constant, equal to Stephenson’s efficacy constant e. Note that
constant L’ is homologous to parameter a �L in the cyclic two-
state model (cTSM) in Fig. 5.4.
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Eq. 5.5 is the expression for the simplest two-step
receptor model in functional studies with ligand bind-
ing and isomerization.

In case the experiment on our lab-bench is a binding
assay, involving a receptive unit that is activated due to
the binding, then, assuming that the underlying recep-
tor kinetics follow the two-step dC&K model at equili-
brium, we have:

bound

total
�

RS � R�S

R � RS � R�S
; (5:6)

for the fraction of receptors in a bound form.
Compare Eqs. 5.5. and 5.6 and observe the difference

between response in functional experiments and the
amount of bound receptors in binding experiments.

We shall scrutinize the consequences of these two
equations, but before that, let me introduce the
distribution formulation for reaction scheme 5 by Katz
and Thesleff (K&T5), shown in Fig. 5.1C, transcribed in
Fig. 5.2C, and reconfigured to the cTSM in Fig. 5.4

5.7. The Cyclic Two-state Model (cTSM)

5.7.1. Katz & Thesleff’s Reaction Scheme 5

In 1957, a few months after del Castillo and Katz
published their simple two-step model, Bernhard Katz
and a young visiting Swede, Stephen Thesleff, put out a
model for the desensitization process at nicotinic
receptor sites in the neuro-muscular junction of skeletal
muscle, their reaction scheme 5 (K&T5) (Figs. 5.1C,
5.2C, or Fig. 5.4) (Katz & Thesleff 1957). In this model,
Katz and Thesleff extended the del Castillo and Katz
model to include the thermodynamically, fully reversi-
ble, reaction scheme of a two-state receptor model.

K&T5 is a milestone model in receptor theory. Tacitly,
this scheme expresses reciprocity, i.e., if binding affects
activation, then activation affects binding. Furthermore,
a consequence of a reaction scheme with complete
reversibility is that one of the receptor conformations
must be an unbound active form, R*. This is the same as
spontaneous activity! A similar model for enzymes was
published a year later (Fig. 5.1D) (Botts & Drain 1958).

Since the model by Katz and Thesleff involve desensi-
tization, I shall refer to similar models describing
activation rather than the time-dependent desensitiza-
tion as cyclic two-state models (cTSM) (Fig. 5.4). There
was no direct equal base for the birth of the two cTSMs
above. One was for activation and desensitization of ion
channels and the other was related to product formation
by enzymes. However, one might argue that the time was

ripe for their simultaneous emergence (see Section
5.6.1).

Compare the cTSM in Fig. 5.2C with a simplified
version of the Monod-Wyman-Changeux (MWC) model
in Fig. 5.2D. This latter model does not comprise
complete cyclic reversibility. The MWC model is de-
scribed in detail in Chapters 14 and 15.

5.7.2. Equating the cTSM

That an active state of the un-liganded receptors
certainly exists has, to put it mildly, burgeoned in recent
years in pharmacology (see literature cited in sub-
chapters 5.1, 5.2, 5.4, and 5.5). In the cTSM there are
four receptor conformations, and the distribution
equations based on the conservation principle for this
reaction scheme is therefore given for functional studies
as:

response

total
�

R� � R�S

R � RS � R� � R�S
; (5:7)

and for binding studies as:

bound

total
�

RS � R�S

R � R� � RS � R�S
: (5:8)

Again, notice the difference between Eqs. 5.7 and 5.8
for the two types of experiment, functional versus
occupancy.

We will now analyze the consequences of dC&K and
cTSM and plot them in graphs (Sections 5.8.3�5.8.5).
But, first, I must define some of the constants in the
reaction schemes in Figs. 5.3B and 5.4.

R

R*

RS

R*S
a·k1

k–1

L
a·L

k1

k–1

cTSM

As = k1/k–1 = 1/Ks As´= a·As, L´= a·L

Figure 5.4. Reaction scheme for the cyclic two-state model
(cTSM). The reaction paths are indicated with rate constants,
association and dissociation constants, and isomerization
constants.
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5.8. Constants, Formulations, and
Plots of dC&K and cTSM

5.8.1. Constants and Receptor Conformations
of the dC&K and cTSM

There are three independent system constants in the
cTSM (Fig. 5.4). In the following derivation of equations
for the dC&T and the cTSM, we will operate with both
dissociation and association constants as illustrated in
Figs. 5.3 and 5.4. The reason for this redundancy is given
in the introduction to Part II, II.5.

In the terminology of this text, the three system
constants of the cTSM are:

As an equilibrium association constant for ligand bind-
ing to non-active receptive unit. As is an equilibrium
‘forward’ constant for a bi-molecular process.

L an isomerization constant representing the ratio
between the activated unbound state of the receptive
unit, R*, and the non-active and unbound state of
the receptive unit; L�R*/R. L is an equilibrium
‘forward’ constant for a mono-molecular process.3

a an intrinsic efficacy constant at equilibrium as a ratio of
bound conformations times the ratio of unbound
conformations, {R*S/RS} �{R/R*} or an intrinsic associa-
tion constant as a ratio of activated conformations times
the ratio of reactive conformations of the receptive unit
at equilibrium, {R*S/R*} �{R/RS} (see Fig. 5.4).

In the literature on the cTSM, the three constants
above may be expressed in different ways:

Ks the dissociation constant for the binding of an
agonist and equal to the reciprocal association
constant, 1/As. Ks is an ‘equilibrium backward’
constant for a bi-mono-molecular process.

As? an equilibrium association constant when the
receptive unit is already activated. A?s is an equili-
brium ‘forward’ constant for a bi-molecular process
when receptive units are in an activated state. Thus
A?s is equal to a �As

Ks? the dissociation constant for the binding of an
agonist when the receptive unit is in an activated
state and equal to the reciprocal association
constant, 1//A?s: Thus K ?s �Ks/a. The K?s is an
equilibrium ‘backward’ constant for a bi-mono-
molecular process.

L? an isomerization constant representing the ratio
between the activated bound state and the reactive,
not yet active, but bound state of the receptive unit,
L?�R* S/RS. Also L?�a �L. The L? is an equili-
brium ‘forward constant’ for a mono-molecular
process. This constant is directly related to the
isomerization constant of the del Castillo & Katz
reaction scheme (Fig. 5.3B), as well as to the efficacy
constant in Stephenson’s scheme (Fig. 5.3A).4

Consequently, the parameter a is also the ratio between
the two dissociation constants, Ks//K ?s; between the two
isomerization constants, L?/L, and the ratio between the
two association constants A?s /As (Fig. 5.4).

For the four receptor conformation at equilibrium in
cTSM we have:

R
RS�R �As �S
R*�R �L (This receptor conformation is

missing in the dC&K)
R*S�R �L �a �As �S

5.8.2. A Thermodynamic Constraint Due to
Complete Reversibility

It follows that due to thermodynamic equilibrium in the
cTSM, there is a constraint on the parameters. Thus, the
ratio of equilibrium constants for association must be
equal to the ratio of isomerization constants, i.e., A?s /
As�L?/L�a. A more detailed description of this
constraint is given by Fersth (1999, pp. 126�131).

In the cTSM, apparent affinity constants are altered by
a conformational change at binding, as the apparent
activation constants are modulated by the binding
process. The true affinity and conformational constants
are microscopic constants, i.e. they cannot be separated
experimentally.

For convenience we will now switch from equilibrium
dissociation constants to mainly using forward associa-
tion equilibrium constants, such that all system constants
become forward parameters. Thus As, or Ass, is the
agonist association constant�affinity constant or collo-
quially just ‘affinity’. Subscript ‘ss’ indicates that the
constant is for the binding at an s-site by an agonist S
(Box 2.1). Unless needed otherwise, we will just use As for
the agonist affinity constant at the primary binding site.

5.8.3. Formulation of the dC&K Reaction
Scheme and Plots

To start, we reformulate the two equations for the
dC&K reaction scheme, one for binding (Eq. 5.6), and
another for function (Eq. 5.5), by taking the agonist

3 L�R*/R may be compared with Monod-Wyman-Changeux’s
allosteric constant, L (Fig. 15.3). Both can be seen as identical,
although in MWC’s terminology, L is a reverse isomerization constant
of the L used here. The L of MWC which is also for un-liganded
receptive units is equal to R/R* or in their terminology T0/R0 (Monod
et al. 1965). To distinguish between the L symbols, the MWC L is
designated LMWC (see Chapters 14 and 15).

4 See Sections 1.3.4�1.3.8. In channel literature L’ is equal tob/a (Gibb
1996, Hille 2001) (cf. Section 6.1.2). The constant b is the opening rate
constant while a is the shutting rate constant (Cymes et al. 2002).
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concentration in relative terms, As �S, and replacing the
bound and activated state R*S by R �(As �S) �L?. Further,
we arrange the equations such that the apparent
dissociation constant�appKs, or EC50, can easily be
extracted for both binding experiments and for func-
tional experiments.

In accordance with these conditions, formulating the
dC&K reaction scheme for binding experiment (Eq. 5.6)
gives us:

bound

total
�

R � As � S � R � As � L? � S

R � R � As � S � R � As � L? � S

�
S

S �
1

As � (1 � L?)

; (5:9)

where EC50 for fractional binding is the last term in the
denominator of the right hand side fraction, appKs�1/
(As �(1�L?)) or Ks/(1�L?). The maximal fraction of
liganded receptors, Bmax, is equal to unity, as the total
number of receptors becomes liganded at high [S].

In functional experiments for a dC&K reaction
scheme (Eq. 5.5), we get:

response

total
�

R � As � L? � S

R � R � As � S � R � As � L? � S

�
S=(1 � 1=L?)

S �
1

As:(1 � L?)

: (5:10)

Here EC50 for fractional response in functional studies is
the last term in the denominator of the right hand side
fraction, equal to 1/(As �(1�L?)) or Ks/(1�L?), while
the maximal response Rmax is equal to 1/(1�1/L?).

Figs. 5.5 and 5.6 are presentations of Eqs. 5.9 and 5.10,
respectively. Both graphs show examples of varying
constants As and L?. Increasing the association constant
As will move the concentration-occupancy (Fig. 5.5) and
dose-effect (Fig. 5.6) curves to the left. In binding for
dC&K’s model, increasing L? displaces the concentration-
occupancy curve to the left (Fig. 5.5), while in functional
types for dC&K, increasing L? increases the relative
maximal response from zero to 1 (Fig. 5.6). Compare
Fig. 5.6 with Stephenson’s Fig. 9 shown in Fig. 1.11B.

Recipes for drawing the figures are given in sub-
chapter 9.1.

For certain parameter values, the binding and func-
tional dose-responses of the dC&K may appear identical,
with the possibility of leading to erroneous conclusions
about mutations in the binding site instead of the
effector site in the receptive unit (Colquhoun 1998).

5.8.4. Scheme and Formulation of
cTSM Equations

First, the reaction scheme for cTSM is presented in a
drawing (Fig. 5.4). Next, by equating the reaction
scheme started in Eqs. 5.7 and 5.8 and elaborated
here by inserting the system constants into Eq. 5.8, we
get for occupancy in cTSM:

bound

total
�

R � As � S � R � As � a � L � S

R � R � As � S � R � L � R � As � a � L � S

�
S

S �
1 � L

As � (1 � a � L)

; (5:11)
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Figure 5.5. Examples of plots of binding in the dC&K reaction scheme. The association constant As for binding of ligand S to
the receptive unit is 100 in panel A and 0.001 in panel B. The isomerization parameter L’ varies in five steps from 10�2 (_____) to
102 (__..__) by a factor 10 between steps. Circles indicate the EC50.
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and by inserting system constants into Eq. 5.7 for
function in cTSM we get:

response

total
�

R � L � R � As � a � L � S

R � R � As � S � R � L � R � As � a � L � S

�
L � (1 � a � As � S)

1 � As � S � L � (1 � a � As � S)
; (5:12a)

or in a different form as:

response

total
�

L

L �
1 � As � S

(1 � a � As � S)

: (5:12b)

The appKs in the binding expression is the last term in
the denominator of Eq. 5.11, appKs�(1�L)/(As �(1�
a �L)). Formulating the last term product in the denomi-
nator in the right hand side of Eq. 5.11 with equilibrium
dissociation constant Ks instead gives the appKs�(1�
S/Ks)/((1�S//K ?s) �L).

The appKs in the functional expression (Eq. 5.12), is
more difficult to extract. It turns out to be the same as
for the binding equation: appKs�(1�L)/(As �(1�
a �L)), derived in Box 5.1.

After transcription of the fractional response equation
for function in cTSM (Eq. 5.12) into Katz & Thesleff’s
nomenclature, it becomes identical with the K&T-
equation derived for their 5th reaction scheme for
desensitization (Katz & Thesleff 1957). Thus, by repla-
cing R and R* with A and B as in the K&Ts nomen-
clature, and setting As�their a, a �As�b, L�k4/k2, and
a �L�k1/k3, the Katz & Thesleff equation for desensiti-
zation is obtained.

As an exercise, try to derive this K&T equation on
your own and obtain an in depth sensation for the
thermodynamic constraints described in Section 5.8.2.

5.8.5. Programs and Plots of cTSM Equations

Third is programming of concentration-response rela-
tionships for cTSM in binding and function. Transcrib-
ing reaction schemes to programs for computer software
is described in sub-chapter 9.3.

Fourth is plotting of the concentration-response
curves for cTSM, as shown in Figs 5.7 and 5.8. Recipes
for this are given in sub-chapter 9.1.
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Figure 5.6. Examples of plots for function in the dC&K reaction scheme. The association constant As for binding of ligand S to
the receptive unit is 100 in panel A and 0.001 in panel B. The isomerization parameter L’ varies in five steps from 10�2 (_____) to
102 (__ .. __) by a factor 10 between steps. Circles indicate the EC50. Compare this figure with Stephenson’s Fig. 9 reproduced in
Fig. 1.11B. Also, compare with panel A in Fig. 5.8.

Box 5.1. Further analysis of the functional cTSM

This box is for readers with an extended interest in
details about the functional cTSM.

It has already been demonstrated that in its
functional form the cTSM, as built-in, has sponta-
neous activity, partial agonism, and inverse agon-
ism. In the following, we shall see how an
expression may be derived for the apparent dis-
sociation constant, appKs, and the related EC50 of
the functional cTSM. The influence of varying the
parameters L and a on the appKs and EC50 in the
functional cTSM is detailed in Box 5.1.4. Relevance
of ant-agonism in cTSM is briefly touched upon in
Box 5.1.6, and bifurcation of signaling through an
extended cTSM is mentioned in Box 5.1.7, in the
form of a cyclic three-state model (Scaramellini &
Leff 2002).

The Box continues on page 133.
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In Fig. 5.7 of the cTSM for binding, parameter As is
kept constant at 1. Changing this parameter moves the
concentration-occupancy (c-o) relations in a propor-
tional fashion along the concentration axis to the left.
For parameter a B1, increasing L displaces the c-o curves
to the right (Fig. 5.7A), while for a �1, increasing L
pushes the c-o relations to the left (Fig. 5.7B).

In the functional aspect of the cTSM (Fig. 5.8), the
basal response is solely dependent on parameter L. In
Fig. 5.8A, L is 1/1000 and the dose-effect curve starts at
near zero. For L�1 the initial level starts at 50% of the

maximal response (Fig. 5.8B). For higher values of L,
the initial response approximates the initial Rmax (see
Fig. 5.12).

As before, As moves the dose-effect curve in a
proportional fashion along the concentration axis
(Fig. 5.8B). With L fixed, it is parameter a that
determines the maximal response of the functional
cTSM (Fig. 5.8). The appKss described in Box 5.1 are
indicated by circles at each curve.

A detail discussion of the implications of changing
cTSM parameters is presented in Section 5.9.4.
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Figure 5.7. Examples of plots for the binding in the cTSM. The association constant As for binding of ligand S to the receptive
unit is 1 in panels A and B, while parameter a (see Fig. 5.4), is 0.001 in panel A and 1000 in panel B. The isomerization
parameter L varies in five steps from 10�2 (_____) to 102 (__ .. __) by a factor 10 between steps. Circles indicate the EC50. Changes
in As move the assembly of plots in a proportional manner along the concentration axis (not shown).
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Figure 5.8. Examples of plots for function in the cTSM. Parameter L is 0.001 in panel A and 1 in panel B. Parameter As is 1 in
panel A and is either 100 or 0.01 in panel B as indicated by color code. The five plots in both panels vary with values of parameter
a, which changes in five steps from 10�2 (_____) to 102 (__ .. __) by a factor 10 between steps. Circles indicate the EC50. Compare
panel A with Fig. 5.6.
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5.8.6. Produce and Analyze d-r Curves for
Function in cTSM

For novices who have the time, I highly advice going
through the details of the four-step exercise for the
cTSM as stipulated in Sections 5.8.4 and 5.8.5. The four
steps are:

1. suggesting and manipulating reaction schemes,
2. formulating their fractional response into equa-

tions,
3. writing programs for their dose-response rela-

tionships, and
4. plotting and analyzing their curves for evalua-

tion, relevance, and possible new strategies.

To obtain a good understanding of what agonism is in
the realm of TSMs, the listed exercise is paramount. Just
one example of its benefits: inverse agonism at the
receptor level will be very clear after handling these four
steps of the functional cTSM reaction scheme. I strongly
recommend it to all beginners.

Detailed recipes for involved procedures are de-
scribed in Chapter 9.

5.8.7. Summary of the del Castillo & Katz and
Katz & Thesleff Reaction Schemes

The system constants of maximum binding and max-
imum response and the appKss in studies of binding and
response for both the dC&K and the cTSM reaction
schemes are listed in Table 5.1

Parts of the results and conclusions in Table 5.1 have
also been reported by Gero (1983)5 and Leff (1995).

5.8.8. A Comparison Between cTSM and
HI-OSM

The hetero-intervention and mutually-inclusive one-
state model (HI-OSM) was presented as part of the
four-pane reaction scheme (FP-OSM) (Fig. 2.4). The
FP-OSM may be expanded with an additional dimen-
sion, viz. with a dimension of activated conformations
for the receptive unit. The result of such an expansion
is a four-pane two-state model (FP-TSM) (Fig. 5.9). To
understand how the cTSM relates to the HI-OSM, it is
helpful to compare the FP-OSM in Fig. 2.4 with the
figure for the FP-TSM, of which the HI-OSM, the FP-
OSM, and the cTSM are parts (Fig. 5.10). The FP-TSM
in Fig. 5.9 also covers the so-called ATSM and the
HOTSM (Fig. 5.10), both detailed further in Chapter 7.

5.9. Parameter Characterization for
dC&K and cTSM

5.9.1. Parameter-dependent Characterization of
Concentration-occupancy in dC&K

The maximum occupancy for the dC&K model in bind-
ing studies always reaches 100% at high ligand concentra-
tion, independent of system parameters As and L?.

Affinity constant As shifts the concentration-occupancy
relations in a proportional fashion, that is, for increasing
As-values there is a proportional left shift of the concen-
tration-occupancy curves and a similar right shift as As

decreases (Fig. 5.5). The isomerization constant, L?, only
moves the concentration-occupancy relations to the left
as it increases (Fig. 5.5). Thus, the apparent dissociation
constant is a function of both As and L? (Table 5.1).
When the As is fixed at unity, appKs is given by 1/(1�L?).
Clearly as L? increases, the value of appKs decreases
identical with an increase in apparent affinity. For small
values of L?, appKs is equal to 1/As (Fig. 5.5).

Table 5.1. Occupational and functional parameters for two models, the dC&K and the cTSM

dC&K cTSM

Binding (Figs. 5.5, 5.7 and 5.11) Fractional Bmax for high S appKs$ Fractional Bmax for high S appKs$

1 1/(As �(1�L?)) 1 /

1 � L

As � (1 � a � L)

�0 for S00 � �0 for S00 �
Functional (Figs. 5.6, 5.8 and 5.12) Fractional Rmax for high S appKs$ Fractional Rmax for high S appKs$

1/(1�1/L?) 1/(As �(1�L?)) 1/(1�1/(a �L)) /

1 � L

As � (1 � a � L)

�0 for S00 � 1/(1�1/L) for S00 �

L? is equal to a �L.
$appKs is the agonist concentration yielding a response midway between the level of basal activity and the maximal response. For dC&K this midway response is (1/
2) �(1/(1�1/L?)), while for cTSM the response is midway between 1/(1�1/L) and 1/(1�1/(a �L)). Expression for the appKs in the functional cTSM is derived in Section
5.10.2, and dose-response points for [S]�appKs appears in figures where it is relevant (Figs. 5.8 and 5.12).
A note on the terminology: in this text we have As, L, and a �As, while in the paper by Leff (1995) the same parameters are 1/KA, 1/L, and 1/KA*. See also, e.g., Chang &
Weiss (1999), Chang et al. (2002) and Buck et al. (2004).

5 Gero (1983) focusing on the desensitization mechanism missed the
spontaneous activity inherent in K&T5 by only equating the complex
R*S (RD) as active, not the R* (R).
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5.9.2. Parameter-dependent Characterization of
Dose-response in dC&K

In the functional scheme of dC&K, the maximum
response is only dependent on parameter L?, while the
apparent affinity constant appKs is dependent on both

system constants L? and As (Table 5.1). As for the
binding studies, affinity constant As shifts the concen-
tration-activity relations in a proportional fashion (Fig.
5.6) and again as L? increases the appKs decreases,
thus left-shifting the dose-response curves and increas-
ing the apparent affinity (Fig. 5.6A�B, compare
Section 5.9.1).

The initial activity level with no ligand present is
zero. The level of maximum response is given by 1/
(1�(1/L?)), obtained as the concentration of agonists
reaches high values. This second level increases with
increasing L?, yielding 50% of the possible 100%
maximum when L?�1 (dotted curves in Fig. 5.6A�
B). Since both the apparent affinity and the fractional
maximum increase with increasing values of L?, there
is a spree of apparent affinities from a value equal to
As at near-zero activity for LBB1 to constantly
increasing values of the apparent affinity at 50% of
maximum activity as L? increases (see left-most curves
in Fig. 5.6A�B). As mentioned, the apparent affinity
is dependent on both L? and As. For As fixed at unity,
it is easy to see that increasing L? from zero to unity
lifts the apparent affinity from As by a factor of 2,
while the apparent affinity increases unlimited as L?
increases above unity (Fig. 5.6A�B).

R RSRM

MRS

SRSSR

MRMRM

SRM

Fractions of the FP-TSM

R RS

MRSMR

MR*S

R RS

MRSMR

R* R*S

MR*

SRSSR

SR*SSR*
R RS

R* R*S

R RS

R* R*S

HI-OSM

FP-OSM

ATSM

HOTSM

cTSM

Figure 5.10. Parts of the FP-TSM in Fig. 5.9. The partial models are: the ternary-complex model (TCM), the four-pane one-state
model (FP-OSM), the cyclic two-state model (cTSM), the allosteric two-state model (ATSM), and the homotropic two-state model
(HOTSM). The ‘M’ symbol in TCM and FP-OSM may be replaced with interventor symbol ‘I’.

RM

MRM

SRM

R*M

MR*M

SR*M

MRSMR

MR*SMR*

SRSSR

SR*SSR*
R RS

R* R*S

FP-TSM
Figure 5.9. Reaction scheme for the four-pane two-state
model (FP-TSM). Symbol ‘M’ stands for a bound modulator
ligand. The four-pane scheme in front is a one-state model (FP-
OSM), similar to the FP-OSM in Fig. 2.4 in which the modulator
symbol ‘M’ is replaced with the interventor symbol ‘I’.
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Furthermore, notice the similarities between the
dependence on L? of dose-responses for this dC&K
model (Figs. 5.3B and 5.6) with the dependence of dose-
responses on the efficacy constant e in the hypothetical
efficacy model by Stephenson (see Section 1.3.5, Figs.
5.3A and 1.11B). In fact, Stephenson efficacy constant e
may be compared directly with constant L? of the
functional dC&K (Figs. 5.3A�B).

Compare also the effects here of varying L? on the
apparent affinity with the effect of varying L? (�a �L)
on the apparent affinity in the cTSM in Section 5.9.4
(Fig. 5.8). For the cTSM it is only the system constant a
that has the same function as L? for the dC&K regime.
This is discussed further in Section 5.9.5.

5.9.3. Parameter-dependent Characterization of
Concentration-occupancy in cTSM

Similar to the dC&K scheme as indicated in Section
5.9.1 and Table 5.1, the maximum occupancy in the
cTSM at high ligand concentration always reaches 100%,
independent of values for the three system constants, As,
L and a (Fig. 5.7).

Conversely, the apparent dissociation constant is
dependent on all three parameters and given by
appKs�(1�L)/(As �(1�a �L)) (Table 5.1). This is de-
monstrated in Figs. 5.7 and 5.11 for changes in
parameters a and L. The concentration-occupancy
curves are shifted proportionally to the left or right
with changes in parameter As. This is not observed when
As is kept at 1 in Figs. 5.7 and 5.11.

Now all three constants are intrinsic or microscopic
constants. Since As, L or a cannot in principle be

measured separately (sub-chapter 5.11), they are ‘micro-
scopic’ constants.

For parameter aB1, increasing the value of L gives
a non-proportional right-shift in the concentration-
occupancy (c-o) curves with appKs moving from 1/As

towards 1/(a �As) (Fig. 5.7A). For a�1, increasing
L results in a left-shift of the c-o curves with appKs

moving from 1/As towards 1/(a �As) (Fig. 5.7B). On the
other hand, for all values of L, increasing a only drives
the c-o curves to the left (Fig. 5.11A�B), in accordance
with appKs�1/(a �As). Therefore, when L is fixed, the
apparent affinity increases with increasing values of a;
confer with the expression for binding appKs in 5.1.

5.9.4. Parameter-dependent Characterization of
Dose-response in cTSM

Dose-response curves for the cTSM in its functional
version have two varying levels of activity.

The initial or first level of activity (FL) with no ligand
present is solely dependent on the value of parameter L.
Thus, response at the first level is given by 1/(1�(1/L))
(Table 5.1 and Figs. 5.8 and 5.12). This initial level
represents the spontaneous activity of the non-stimulated
system. For an isomerization constant equal to unity,
L�1, the spontaneous activity is equal to 50% of the
potentially possible 100% activity (Figs. 5.8B and 5.12).

The second level of activity (SL) at high concentration
of a ligand is the maximal response level for that
particular ligand and given by 1/(1�(1/(a �L))) (Table
5.1 and Fig. 5.12). Note, L and a are both dependent on
the receptor and the ligand. The intrinsic association
constant As merely shifts the dose-responses proportion-
ally to the left or right along the concentration axis
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Figure 5.11. Binding aspects of cTSM. Effects of varying parameter a in 5 steps from 10�2 (_____) to 102 (__ .. __) by a factor 10
between steps. As�1 while parameters L as indicated �0.1 in panel A and 10 in panel B. Circles indicate the EC50. Compare
with Figs. 5.5 and 5.7.
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(Fig. 5.8B). SL is not dependent on the intrinsic affinity
constant As. Higher values of As means higher affinities,
thus moving dose-response curves unchanged to the left
(Fig. 5.8B). Similar to L and a, As is also dependent on
both the receptor and the ligand.

Comparing the minimum response at the first level
with the maximum response at the second level in the
functional version of the cTSM (Table 5.1) demon-
strates that the difference between the two levels is
determined by parameters a and L (Fig. 5.12). Thus, L
may change both FL and SL (Fig. 5.12). However, this
also means that the second ‘maximum’ response level
(SL) due to a high ligand concentration is above, at, or
below the initial ‘spontaneous’ response level (FL)
exclusively determined by a, as this parameter varies
from above to below unity (Figs. 5.8 and 5.12). There-
fore, for a�1, the second level is above the initial level,
for a�1: SL�FL, and for aB1 the ‘maximum’ level SL
is below the spontaneous level FL (Figs. 5.8 and 5.12).

This functional behavior of the cTSM due to varia-
tions in system constant a is exactly related to the
behavior of agonists, ant-agonists, and inverse agonists.
Thus, if a ligand increases the second level to above the
spontaneous level of activity, a�1, we are dealing with
an agonist (by definition). If after the addition of a
ligand, the two levels are identical with no change
in response, a�1, but the compound changes
the response induced by agonists, then it is an ant-
agonist (neutral ant-agonist by definition). Third, when
the second level elicited by a ligand is below the
spontaneous activity, aB1, the ligand is an inverse
agonist (per definition).

5.9.5. Comparison Between the cTSM and the
dC&K Models

By inspecting the formulations for maximum response
and apparent affinity in the functional models of dC&K
and cTSM (Table 5.1) and by inspecting their reaction
schemes (Figs. 5.3B and 5.4 and Section 5.6.3), realize
that parameter L? in the dC&K model essentially
corresponds to the a �L parameter of the cTSM. The
major difference between the two models is the initial
level of response. When the agonist is absent, the initial
level in dC&K’s model is zero, while in cTSM it is
dependent on L and recognizable for values of L above
1/100. Therefore, functional dose-response relations for
the two models may resemble each other when para-
meter L in the cTSM has a low value, thus suppressing
the first level of response for the cTSM towards zero.
Additionally, in case values of L? and a �L are kept
identical with LBB1, we will observe that dose-response
curves for the two models are congruent (Figs. 5.6 and
5.8A). Furthermore, for small values of L, the conclu-
sions about the apparent dissociation constant, appKs,
both for the binding and functional response of the
dC&K model also holds for the cTCM as long as the
product a �L of cTSM is close to L? of the dC&K reaction
scheme (see Table 5.1). For the functional versions of
the two models, there will be a spree of appKs constants
as the system constant a for cTSM and L? for the dC&K
increase. Parameter a for the cTSM has taken over
the effects of the L? constant on appKs of the dC&K
reaction scheme (compare Figs. 5.6 and 5.8A). The
differences between the two schemes enter when L is

As = 1 with a = 0.1 As = 100 or 0.01 and with a = 10 or = 0A
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Figure 5.12. Functional aspect of the cTSM. Panels A and B show the effects of varying parameter L in five steps from 3�10�1

(_____) to 3�103 (__ .. __) by a factor 10 between steps. (A) Parameter As is 1 and a is 0.1. (B) Two situations are overlaid.
Parameters As is either 100 or 0.01 and a is either 0.01 or zero as indicated by color code. For a equal zero only the R* can bind
ligand S (see Fig. 5.4). Circles indicate the EC50. Compare with Figs. 5.6 and 5.8.
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not significantly less than unity. For L above 1/100, the
response level begins to differ between the two reaction
schemes for values of concentration for the ligand at
appKs. Thus, although the two maximum levels are
comparable, that is 1/(1�(1/L?)) is comparable to 1/
(1�(1/(a �L))), by keeping a �L nearly equal to L?, the
initial levels are now different, zero for the dC&K versus
1/(1�(1/L)) for the cTSM (Figs. 5.6 and 5.12). For
LBB1, i.e., R* near zero, then the cTSM actually
becomes a dC&K model (confer with reaction schemes
in Figs. 5.3B and 5.4). Therefore, for LBB1 the cTSM
also describes the Stephenson model in Section 1.3.5
(compare Figs. 5.8A and 1.11B).

5.9.6. Extraction of Parameter Values from the
Functional cTSM

In functional systems where it is possible to record the
maximal level of response in absolute values and
simultaneously measure a spontaneous activity that is
significantly different from zero, it will be possible to
determine the L and a system constants. Therefore, with
L and a obtained, the system is left with one indepen-
dent variable to be assessed, parameter As. Since As only
vary the apparent affinity, these parameters may be
extracted for added ligands by mutual comparison of
their dose-response relationships. Thus, all three para-
meters may be assessed in such systems when analyzing
experimental data. This sounds captivating, but the
requirement is knowledge of both L and Rmax in
absolute terms, which is not possible to obtain for
most physiological systems. What is more, these studies
may also require tests for spare receptors to be excluded
by alkylating agents before an analysis for As and a can
be undertaken.

In order to separate the microscopic constants of
isomerization and affinity, L and As, L should be B1. If
values of the isomerization constant L are �1, it will be
difficult to separate the microscopic constants. Binding
of ACh to nAChRs inducing conformational changes is
such a process. This process has L values well above 30,
preventing the separation of As and L (Leff 1995;
Colquhoun 1998).

5.9.7. Extraction of Parameter Values from the
Functional dC&K

It will be possible to extract relative parameter values for
As and L? based on dose-response profiles of full and
partial agonists from the functional form of the dC&K
model, where there is no spontaneous activity level, but
for which a maximum level Rmax can be established as an
absolute value.

5.9.8. What is a Pure Binding Effect and a Pure
Efficacy in Terms of Mechanisms?

One may question if it is possible to vary a single
parameter in the functional or binding regime of either
the dC&K model or the cTSM, that will only affect either
affinity, i.e., potency, or efficacy (Colquhoun 1998). In
the binding regime of the two models, both As and L’, or
L �a, affect the apparent affinity (potency), without
changes in relative efficacy, the Bmax. All parameters
are thus involved in the ‘potency’ of binding, while the
‘efficacy’ of binding is independent of variations in
either parameter (Table 5.1).

From Table 5.1 we can also draw conclusions about
the functional regimes. Thus, in the functional theory of
both models, As is a pure parameter for apparent affinity
variations, but not the only parameter affecting affinity
(Table 5.1). Variations in both L’ and L �a also affect the
apparent affinity. Both L’ and L �a are concurrently
involved in the occupancy and effect level. Therefore,
pure binding effects may be seen by varying As solely,
while, due to parameter variations without affinity
effects, pure efficacy effects are impossible.

5.9.9. Extraction of Parameter Values from
Binding Studies. Hemoglobin (Hb) as an
Example

Hemoglobin has two states, a deoxy-state equal to the
tense (T-) state, which is comparable to the reactive state
of other receptors, and an oxy-state equal to the relaxed
(R-) state which may be characterized as an ‘active’ state.
These two states are T0 and R0 when Hb is un-liganded.
Comparable terms for Hb and other receptive units are
listed in Table 5.2.

Below is a survey of the four steps of O2 binding to
hemoglobin interpreted in a two-step model, the dC&K.
In pure binding experiments, increased ‘efficacy’ is part
of an isomerization to a higher ‘affinity’ state.

The constants have been measured (Roughton et al.
1955; Edelstein 1975) and represent apparent affinities or
efficacies (Colquhoun 1998). From binding of the first O2

molecule, each binding step increases by a factor of about
70-fold (Colquhoun 1998). The total change in apparent
binding affinity is thus 703, some 3.5�105-fold. In
reality, it is merely 300-fold (Table 5.3) (Edelstein 1975).

Table 5.2. Symbols for the un-liganded conformations of two-
state models

Two-state terminology

‘to have identity,

is to be alienated’ ‘Reactive’ ‘Active’

Receptors

un-liganded

R (non-deformed) R* (deformed)

Hemoglobin

un-liganded enzymes

T0 (tense) R0 (relaxed)
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5.10. The General Embedded Load Model.
‘The Operational Model’

Here I compare the del Castillo and Katz (1957) model
with the so-called operational model by Black and Leff
(1983).

5.10.1. Comparison Between the dC&K Model and
the B&L Model

In order to understand the arguments in a comparison
of models developed for spare receptors by Furchgott
(1955, 1964, 1966) and Black & Leff (1983) with the
model posited by del Castillo & Katz (1957) it is helpful
to have the model-related formulations listed next to
each other. Hence, symbols for the dC&K model are
listed here for the receptor conformations, the ligand,
and the system constants, while corresponding termi-
nology for symbols and responses from the B&L model
appear in parenthesis when relevant. The formulations
of the dC&K and B&L regimes are compared in Section
5.10.2.
Symbols for the dC&K regime:

R free receptive unit (R), and S an agonist (A)
RS receptive unit bound with an agonist in

a reactive state
(AR)

R*S receptive unit bound with an agonist in
an active state

see
below

Rtot sum of all possible receptor conforma-
tions in the system

(R0)6

R�tot sum of active receptors needed for
maximal response

ar actual response (E)
TR total or maximal response, Rmax (Em)
L? isomerization constant for liganded

receptive unit
(t)

Coefficients defined in B&L�not in dC&K:

KE the value of RS (AR) that elicits half-maximal
effect. This parameter is without physical implica-
tions.

R 0 /
KE

defined as the ‘transducer ratio’�t. It turns out
that t in the B&L formulation is equal to L? in the
dC&K formulation (see Section 5.10.2).
R*S is equal to Stephenson’s stimulus ‘St ’ and
since the fractional response ar/TR is a function of
this stimulus, we have that ar/TR� f (R*S).

5.10.2. Formulations of del Castillo & Katz and
Black & Leff Models

For the dC&K reaction scheme we have already derived
its formulation (see Eq. 5.10), repeated here in a slightly
different form:

response

total response
�

ar

TR
�

S � L?

S � (1 � L?) � Ks

; (5:13)

while a lightly reformulated B&L expression based on
their Eq. 5 is given as:

response

total response
�

E

Em

�
S � (Rtot=KE)

S � (1 � (Rtot=KE)) � Ks

(5:14)

Black & Leff (1983). Examples of the B&L model are
shown in Fig. 5.13.

Transcribed from B&L83, Eq. 5.14 is obtained by
embedding two rectangular hyperbolic expressions. The
B&L model is derived based on an argument of logical
deduction, namely that the fractional effect E/Em is
related to the agonist concentration [A] by a hyperbolic
relation as well as the fractional occupancy AR/R0, which
is also a rectangular hyperbolic function of the agonist
concentration. Meanwhile, the formulation is not based
on mechanistic grounds, such as the dC&K formulation
in Eq 5.13. Clearly, Black and Leff in their 1983 paper on
embedded load models employed a mathematical solu-
tion rather than a mechanistic one with the intention to
incorporate information about receptor reserve.7 The
mathematical approach in B&L is exemplified moreover
by use in general of the describing term ‘operational’ for
their models, including a subsequent, hasty introduction
of Hill’s exponentiation.

With the purpose of discarding the dC&K model in
favor of their own B&L model, Black and Leff argued
that the ‘the Castillo & Katz model reduces to the form
of Ariëns’ model (1954)’. However, this is incorrect, as
we have already seen in Section 5.6.2.

The dC&K model is sound and should be implemen-
ted instead of the B&L general hyperbolic model, the so-
called ‘operational model’. Let us see why.

Table 5.3. The relative affinity constants for O2 binding to
hemoglobin

No. of bound O2 molecules Constants

Enhancement factor

(relative affinity)

First oxygen molecule binds Aso 1

Second oxygen molecule binds Aso
mo 4.7

Third oxygen molecule binds As o
moo 7.9

Fourth oxygen molecule binds As o
mooo 283

The association constant Aso�1/Ks for binding of the first O2 molecule. For the
other association constants, see Box 2.1.

6 R0 here is similar to Rmax and not the same as R0 described in Section
5.9.9 which is for an un-liganded receptor conformation in a relaxed
state.

7 See Paton and Rothschild (1965) on embedded loads resulting in a
single load relation.
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5.10.3. Formulating a Receptor Reserve

The models by Furchgott (1966) and Black and Leff
(1983) were derived in an attempt to address the
question of a receptor reserve. On face value, receptor
reserve seems axiomatic in the B&L formulation, where
by diminution of Rtot (R0) in the transducer ratio t (cf.
Section 5.10.1 and Eq. 5.14), it is possible to reduce the
maximal efficacy the same way as for 4-DAMP mustard,
b-haloalkylamines, and other irreversible inhibitors.
Hence, manipulating the size of R0 appears as a direct
tuning of the receptor reserve. Meanwhile, it is possible
to compensate for a reduction of R0 by decreasing the
value of coefficient KE. Thus, even with a receptor
reserve less than sufficient for regular maximal
response, according to the formulation, we can decrease
KE, keep the parameter t constant, and regain a former
maximal response. However, that is not the manner in
which experimentation operates or how the coefficient
KE should be conceived. How should KE be conceived?

In this context and to answer that question, parameter
L? can be regarded as a product of an absolute
parameter R0 and a relative constant 1/KE, where KE is
a virtual factor while L? has a physical meaning. KE

emerges from a mere algebraic manipulation and
therefore is not very useful. Efficacy coefficients e or L?
are not mixed up with numbers of receptors, Rtot or R0,
as in the transducer ratio R0/KE, which is also an efficacy
coefficient.

Conversely, the concept efficacy is a mixture of both
the total number of receptors needed for maximal
effect, R�

tot; and the efficacy coefficient e. However, the
pool of receptors that can be activated and the efficacy
coefficient are kept separate in the expression for
efficacy.

What does our derived dC&K formulation say about a
receptor reserve? The present dC&K formulation simply
states that if Rtot is larger than R�

tot then there is a
proportionally larger receptor reserve (RR). First, when
Rtot is reduced to equal R�

tot; then there is no receptor
reserve. Should Rtot be reduced further below the actual
R�

tot; then R�
tot is also reduced in parallel to a new R�

tot:
Observing these conditions, we can formulate a relation
between all receptive units and units needed for
maximal response as: R�

tot �Rtot�RR. The B&L trans-
ducer ratio t is equal to L? or Stephenson’s e and
determines the maximum fractional response by
E/Em�ar/TR�1/(1�1/t)�1/(1�1/L?) (Fig. 5.13).

5.10.4. Furchgott’s Intrinsic Efficacy

Furchgott derived his formulation for spare receptors
based on embedded load equations as later copied in
the operational model by Black and Leff (Furchgott
1955, 1964; Black & Leff 1983). However, Furchgott
(1966) paid more attention to tissue-dependent and
ligand-dependent parameters by introducing his ‘intrin-
sic efficacy’ concept, wherein Stephenson’s efficacy

Embedded load function

E = Em*(R0*S/(S+Kss))/(R0*S/(S+Kss)+Kst)
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Figure 5.13. The embedded load function equal to the operational model, B&L. The embedded load formulation is indicated on
the graph. The parameters E, Em, R0, KE�Kst, and KA�Kss are as defined in the original paper including the transducer ratio
t�R0/KE (Black & Leff 1983). The occupied receptors, here designated ‘St ’, is a fraction of the total receptors R0 and formulated
as: St�R0*S/(S�Kss) in which S is the ligand concentration. The total receptor concentration R0 is fixed at 1, the maximum
effect Em at 100, while the maximum fractional response is Em*St /(St �Kst) for S0�. Dissociation constant Kss is varied in
5 steps from 10�2 (_____) to 102 (__ .. __) by a factor 10 between steps, and dissociation constant Kst is varied at the same time in 5
steps from 10�3 (_____) to 101 (__ .. __) by a factor 10 between steps. Circles indicate the EC50. The embedded load function is
itself a load function (Paton & Rothschild 1965). See text on a comparison between embedded load and dC&K’s regime.
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constant e was normalized by the total number of
receptors, Rtot. Thus ‘intrinsic efficacy’ o is equal to e/
Rtot, to L?/Rtot, or if you will, to 1/KE. Just as 1/KE is
without physical meaning, so is L?/Rtot.

On experimental extraction of values for o see, for
instance, MacKay (1977). The understanding of KE and o

is not made clearer by introducing a ‘fitting constant’
b from Kenakin and Beck (1982), since now KE is
suddenly equal to b/o (Black & Leff 1983).

Operational modeling may be elaborated further,
involving Furchgott’s ‘efficacy’, encompassing his in-
trinsic efficacy coefficient o, and B&L’s ‘operational
efficacy’ subsuming their transducer ratio coefficient t

(Trzechiakowski 1999a,b; Frigyesi & Hossjer 2005
Kenakin 2007). However, my understanding of the
issue moves me in an opposite direction, which is to
keep the formulation of a receptor reserve as simple as
possible, i.e., R�

tot �Rtot�RR.

5.10.5. Jargon or Misuse of ‘Efficacy’ for ‘Efficacy
Coefficient’

In the writings of Furchgott (1966) and Black and Leff
(1983), it can be observed that there is no clean
differentiation, as there should be, between Stephen-
son’s ‘efficacy’ as a property and ‘efficacy’ as a coefficient,
e. For example, ‘intrinsic efficacy’ is equal to the constant
o according to Furchgott (1966) instead of the more
precise ‘intrinsic efficacy constant’, and ‘t is equivalent to
efficacy’ (Black & Leff 1983) instead of the more precise
‘t is equivalent to an efficacy constant’ or ‘efficacy is a
function of t’. Also, in the general operational model,
according to Black and Leff the transducer ratio links the
number of receptors to the ‘intrinsic efficacy’ of the
agonist. Is this latter ‘intrinsic efficacy’ an ‘efficacy’ or is it
an ‘efficacy coefficient’? What is more, their use of a term
such as ‘relative efficacy’ is redundant since ‘efficacy’ is
relative (cf. Sections 1.3.4 and 5.4.2). In spite of this, ‘KE

is generally used to quantify relative agonist efficacy’
(Trist & Corsi 2000).

5.10.6. Conclusion

In my opinion, the solution to Stephenson’s search is
simply the dC&K model, and to make Stephenson’s
‘efficacy’ operative I suggest a clear differentiation
between the property ‘efficacy’ (Stephenson 1956,
p. 380) and ‘efficacy’ as an efficacy constant, used mostly
throughout Stephenson’s paper (1956).

5.11. Induction Versus Selection

5.11.1. Who is Right?

The title to this sub-chapter, ‘induction versus
selection’, covers an age-old problem that has re-
appeared many times. It was again on the agenda for
enzymologists in the 1950s, as measurements with
fast reaction kinetics became available (Eigen 1968),
and further debated in enzymology in the 1960s with
the introduction of the Monod-concerted selection
model (Monod et al. 1965) and Koshland-sequential
induction model (Koshland 1966; Harber & Kosh-
land 1967) for protein activation. Views by key-
originators of induction and selection theories do
not appear to have changed (Changeux 2004; Kosh-
land 2004; Changeux & Edelstein 2005). Changeux
has argued once again for the selection model by
observing that channels can switch between closed
and open states in the absence of a ligand, i.e.,
demonstrate spontaneous activity, ‘which is readily
explained in terms of a selection mechanism’
(Changeux 2004, p. 232). Meanwhile, his argument
is irrelevant for the question of what happens when
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tropic two-state model. Part of the four-pane two-state model
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system constants, and panel B with system constants.
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a ligand is introduced. Does it stabilize the open
conformation and thereby increase the likelihood of
being open or does it induce the becoming of new
openings? That is the question.

5.11.2. Conformational Induction

When a receptive unit is activated by induction, it is a
process where the ligand first binds to the primary
binding site, induces a conformational change, trans-
forming the receptor into an active state. The scheme
for conformational induction may be written as:

(1) R�S X R�S X R�S:

We have already met this scheme in the dC&K model
(sub-chapter 5.6).

5.11.3. Conformational Selection

Conversely, when a receptive unit is activated in selection,
it is a process where the receptive unit spontaneously
flips between a resting (reactive) state and an active
state. The active state has a higher affinity for the agonist
than the reactive state. Thus, the ligand selects and
stabilizes the active state, i.e., increases its concentration.
This increases the activity of the receptive unit by
conformational selection. The scheme for conforma-
tional selection may be written as:

(2) RXR��SXR�S:

Combining the reaction schemes of conformational
induction and selection results in the cTSM (Fig. 5.3).
The two schemes tells us that we can go from R to R*S
via two pathways. Analyses of the cTSM have shown us
that it is impossible to separate and distinguish between
the two paths. They are interlocked conceptually as well
as in reality (sub-chapter 5.8).

5.11.4. The Dilemma Between Selection and
Induction in Enzymology

In the famous models for concerted action (Monod
et al. 1965) and sequential action (Koshland et al. 1966),
the choice between induction and selection is tacitly
assumed. In Monod’s model, the choice is a conforma-
tional selection, whereas in Koshland’s model the choice
is for the conformational induction. The question con-
cerning the concerted-vs-sequential behavior of proteins
is different from, but related to, the dilemma of
induction-vs-selection, and further discussed in Part IV
Chapter 15. When a number of ligands one by one each
induces a conformational change on binding to a
receptive system, it is a sequential model. From the
start, Koshland favored the conformational induction
also inherent in his early models with an induced fit

(Koshland 1958). This was also assumed in the dC&K
model from 1957. On the other hand, in the 1940s
Monod had already advocated for a conformational
selection as the right way of thinking (Changeux 1993),
and incorporated it in the concerted model, where
conformational change in all binding sites flip simulta-
neously in one step before binding. The spontaneous
activity in the absence of a ligand, as mentioned above
by Changeux, was never excluded from the modeling by
Koshland and coworkers (Harber & Koshland 1967),
although ‘induced fit’ became synonymous with ‘Kosh-
land’ (Bennett & Steitz 1978). Bennett and Steitz
discussed the concept ‘occluded’ in relation to the i-vs-
s dichotomy, but their ‘selection’ must be understood in
a different manner than an immediate intuitive fashion
(see Bennett & Steitz 1978, their Fig. 3).

5.11.5. The Dilemma Between Selection and
Induction in Pharmacology

The induction-selection schism has been a conceptual
dilemma in pharmacology as well. Working with ligand�
receptor interaction, one essential question is ‘what is
the real action of an agonist’? Does the agonist ligand
first bind to the non-active receptor, thereby inducing
an activation of the receptive unit, or does the receptive
unit already exist in both reactive and active conforma-
tions of which the agonist prefers the active conforma-
tion, which it binds to and stabilizes? Spontaneous
activity was excluded from the understanding of the
conformational induction in receptors by Kenakin, who
writes about the mechanism for conformational induc-
tion ‘the different conformation of the receptor is not
present in the cell membrane until the molecule
(ligand) is present’ (Kenakin 1995b).

Burgen (1981) revived the discussion about the me-
chanism of how agonists increase the number of active
receptors � was it by induction or was it by selection? The
question arose again in the 1990s as it was realized that
receptors also had to be considered as spontaneously
active in an agonist-independent manner (Costa & Herz
1989). As a result of this, the induction-vs-selection
discussion re-appeared together with a re-definition of
an agonist, caused by the impact of mounting realization
of the existence of spontaneous activity with high expres-
sion of receptors or constitutive activity due to mutated
receptors, as mentioned earlier. Kenakin summarized the
issue by a review on the subject, concluding that both
conformational induction and conformational selection
are possible mechanisms (Kenakin 1995b).

Based on experimental observations with allosteric
enhancers, Bruns (1996) argued in favor of an induction
mechanism, and challenged Terry Kenakin to a com-
ment. Instead of a direct response to Bruns, Kenakin
introduced the multi-state receptor and concluded that
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there were no dichotomy � rather induction and
selection ‘are extremes of the same mechanism’ (Kena-
kin 1996) or ‘of a continuum’ (Lutz & Kenakin 1999,
Chapter 3.2, pp. 64�68) of receptor conformations.
Multiple conformations of the receptive unit now
existed in ‘energy landscapes’ (Kenakin 1996; Kumar
et al. 2000; Kenakin & Onaran 2002).

The multi-state continuum for receptor states is
certainly a concept to be considered in connection
with how receptors are activated and how ligands and
receptors interact, but hardly necessary as an argument
not to favor either induction or selection.

5.11.6. Induction Versus Selection at Equilibrium

In case we accept the cTSM, an answer to the dilemma
is very easy and may be recognized by considering the
two legs of the cTSM reaction scheme. When the two
reaction schemes in Section 5.11.1 are combined, they
constitute the cTSM reaction scheme (Haber & Kosh-
land 1967), but not the original MWC model (Fig
5.2C�D). The cTSM reaction scheme is thermodyna-
mically the simplest cyclic or fully reversible two-state-
model. At equilibrium the clockwise reaction, equal to
induction (1), is equally as fast as the anticlockwise
reaction, equal to selection (2). Thus, the quest for a
choice between supremacy of either induction or selec-
tion at equilibrium is a futile endeavor.

5.11.7. Solving the Induction Versus Selection
Problem for Enzymes with Rate Kinetics

When a system is perturbed away from equilibrium, one
might expect that the two mechanisms, induction and
selection, can be studied separately, thus yielding a
solution to the induction-versus-selection (i-vs-s) pro-
blem.

Using temperature and concentration jumps, Halford
(1972) tried to distinguish between conformational
induction and conformational selection. Halford studied
the activation of the alkaline phosphatase enzyme for
which a substrate-enzyme complex is formed by a
conformational change and/or by selection of the active
conformational form of the enzyme. The question is
which step precedes the other or which one is the most
rapid? The question was further studied by Hull and
colleagues (1976), but remained unresolved. The schism
about induction before selection or vice versa is still
debated by enzymologists (Gutfreund 1995; Changeux &
Edelstein 2005; Wang et al. 2005, 2007) and by protein
structuralists (Kumar et al. 2000). The conclusions are
that relaxation kinetics does not seem to resolve the
dichotomy of selection before induction or vice versa
(Gutfreund 1995, pp. 217�219; Kumar et al. 2000).

5.11.8. Induction Versus Selection at
Non-equilibrium in Pharmacology

Bruns (1996) rendered a scenario where allosteric
enhancers, in conformational induction, should in-
crease agonist affinity solely by slowing the dissociation
rate constant k�1 in Fig. 5.4. Further, according to
Burns, for allosteric enhancers in conformational selec-
tion, one could specifically predict an acceleration of
agonist association rate constant k1 in Fig. 5.4, without
an effect on the dissociation rate constant. Therefore,
since it is generally observed that allosteric enhancers
reduce the agonist off-rate of the ligand-receptor inter-
action, the induction scheme is the most likely.

Let us look at Bruns’ argument. First, in case binding
of S is a matter of stabilizing the R*S complex as shown
in Fig. 5.4, such binding will drive the whole process to
the right. This shift in process rate may be obtained by
either an increase in k1 or a decrease in k�1 in the
reaction scheme, and for that matter by an increase in
the isomerization constants L? and L. Therefore, when
Bruns writes about the conformational selection scheme
that ‘the enhancers cannot influence dissociation of
agonists, since the proportion of agonist-occupied
receptors is already fully in the activated conformation
and cannot be further shifted’ and when he continues
‘Conformational selection thus predicts an acceleration
of agonist-receptor association without any effect on
dissociation’, this is not justified. It is nonsense, possibly
due to a mix-up of rates and equilibrium conditions.

The debate about conformational selection versus
conformational induction appears still to be actual in
pharmacology (Fong 1996; Hunyady et al. 2003, Le et al.
2003; del Carmine et al. 2004). No doubt, both the
cTSM and the double TSM, equal to IIISMs, due to their
thermodynamic nature cannot differentiate between
selection and induction (Giraldo 2004). The belief
remains that dynamic studies will be able to differentiate
between the two concepts (Gether & Kobilka 1998;
Gether 2000; Kobilka & Gether 2002; Kobilka 2002;
Urban et al. 2007), now with a wording in favor of
induction (Swaminath et al. 2004, 2005; Giraldo 2004;
Feng et al. 2005; Lu et al. 2005; Sosa-Peinado &
Gonzalez-Andrade 2005; Ellis et al. 2006; Yao et al.
2006; Granier et al. 2007; Urban et al. 2007), although it
is realized that the schism is difficult to get rid off (Peleg
et al. 2001). Some groups convincingly present substrate
binding as induced fit or secondary induced fit, but
based on static X-ray images (Wang et al. 2005, 2007).

5.11.9. Selection Versus Induction is a
Conceptual Schism

Definitions of conformational selection and induction
at equilibrium, with inherent complementarity, dissolve
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when systems are perturbed away from equilibrium. In
return, dynamic complementarities emerge, and the
complementarity problem, which is virtual, remains.

Therefore, since the induction-vs-selection (i-vs-s)
dilemma is a conceptual enigma, measurements of fast
reaction kinetics and conformational changes cannot
solve the dichotomy.

The answer to the question about i-vs-s does not boil
down to resolving which process is the fastest, the pre-
equilibration between the two states or the binding
process proper. As Colquhoun has pointed out, due to
reciprocity, the two processes are inseparable and
should be considered two phenomena of the same
process (1998); an understanding that is upheld today
(Colquhoun 2007). This is also my understanding. For
another balanced view see Giraldo et al (2006).

5.11.10. What is the Impact of Solving the
Induction-vs-selection Problem (i-vs-s)

From an intellectual point of view, the above i-vs-s
question is an intriguing one, while we may question if

it is also an important distinction from a practical
standpoint. In studying biomedical and industrial drugs
as well as pharmaceuticals during the drug discovery and
development process, what is of interest and useful for
in vivo application is the quantitation of on- and off-rates
in chiralty, of racemic shifts, and of ligand-receptor
interactions including observations in vitro from kinetic
and dose-response experiments and their analysis (Gir-
aldo 2004; Baranczewski et al. 2006), and not the i-vs-s
schism.

In the theoretical field, the i-vs-s quandary has left our
modeling with a complexity we refer to as ‘microscopic’,
i.e., non-separable system constants.

5.11.11. Conclusion on Complementarity

In our cTSM, induction and selection are but two
aspects of the same phenomenon. If this conclusion is
still unsatisfactory and counter-intuitive to you, I recom-
mend that you work further at non-equilibrium with the
inherent complementarity of i-vs-s in the cTSM.

Box 5.1.1. Apparent dissociation constant and its related efficacy

In deriving explicit expressions for the appKs in the functional form of the cyclic two-state model, the
parameters used are as before:

S� ligand concentration
R*, R, RS, R*S receptor conformations or their mass/volume�concentration
As� ligand equilibrium association constant. A forward constant
L� isomerization constant for unliganded receptors. A forward constant
a� an intrinsic efficacy as well as an intrinsic affinity constant
appKs� the parameter we want to find. It is the ligand concentration for which the response is

midway up between the maximum level and the spontaneous level of activity (Box 5.1
figure). This middle level of response we may call pssE50

pssE50� is a new constant. As already defined, pssE50 is the mean response level between initial
activity level without ligand, equal to L/(L�1), and maximal activity level at high ligand
concentration equal to L/(L�1/a) or 1/(1�1/(a �L)). Convince yourself that this
maximum level is identical with the maximum level for functional cTSM listed in Table
5.1. Thus: pssE50�1/2 �[(L/(L�1/a))�(L/(1�L))]
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Box 5.1.2. Deriving the apparent dissociation constant, appKs

The efficacy midway between the initial level and the maximum level, pssE50, is, as mentioned, also the
response at which the ligand concentration S is equal to appKs. The half-way response pssE50 on the actual
d-r curve is shown in Box 5.1 figure. Inserting appKs for S in the expression for fractional response of
the cTSM (Eq. 5.12b) yields an equation for the midway response pssEC50 equal to L/(L�Q); in which
Q�(1�As �appKs)/(1�a �As �appKs). Thus, two expressions for the possible mean efficacy, pssE50, may be set
equal:

1

2
�
�

L

L � 1=a
�

L

L � 1

�
�

L

L � Q
: (5:1-1)

Isolating for appKs tacit in the Q term in Eq. Box 5.1-1, we get:

appKs �
(1 � L)

As � (1 � a � L)
: (5:1-2)

Compare with the appKs listed in Table 5.1. The appKs is a function of As, a, and L as depicted in Box 5.1
figure. For an elegant derivation of this appKs see Giraldo (2004).

Box 5.1.3. What is the limiting value of pssE50 and appKs?

Limiting values for the efficacy measure pssE50 and the potency term appKs may be obtained by inserting
values for parameter a, approaching either zero or infinity, into the functional response expressed in the left
hand-side of Eq. Box 5.1-1, which is equal to pssE50, for all L, i.e., find lim pssE50 for a0� or a00. Values for
lim pssEC50 are listed in column 2 of Box 5.1 (Table 0). The limiting values for appKs may be obtained from
Eq. Box 5.1-2. They are listed in column 3 of Box 5.1 table for all values of L.

Since the level of active receptors before adding any ligand vary with L, and the level of active receptors after
adding a ligand vary with the values of both L and a, the limiting pssE50 is a function of these two parameters,
as also indicated in Box 5.1 table for general and specific cases. For parameter a approaching the value 1, both
from below and from above, the value of limiting appKs is equal to 1/As, as also indicated in Box 5.1 table for
a�1 and shown in Box 5.1 figure, although, at a exactly equal unity, the limiting appKs is not defined.

From Box 5.1 table it is obvious that As is always involved in the position of the limiting appKs, that L by itself
determines the starting level on the response axis (initial efficacy), while a is the parameter which sovereignly
determines if the ligand is an agonist, an inverse agonist, or a competitive ant-agonist (neutral ant-agonist).
Due to natural reciprocity, or thermodynamic equilibrium, in the equilibrated cTSM, a and L are bound
together in determining the efficacy level in the presence of an agonist, see columns 1 and 2 in Box 5.1 table.
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Box 5.1.4. The special case of LBB1 and a�1 yields partial agonism

Let us look at some consequences of the cTSM for function. In Nature, where receptor-guided regulatory
mechanisms have evolved, the most abundant type of tabulated cases is the one in Box 5.1 (Table 1) for LBB1
and a�1. This case is illustrated in Fig. 5.8. It also demonstrates what partial agonism means in the realm of
the cTSM. Further analysis will show that partial agonists operate in the range of 0.1Ba �L�10. For partial
agonism to occur in a classical display, based on functional cTSM, L must be much smaller than 1, LBB1,
while a must be larger than 1, a�1 (Fig. 5.8). Therefore, since L is probably B0.01 in many natural systems
without spontaneous activity, we can conclude that a must be larger than 10 when partial agonism is observed
(Fig. 5.8). Further for agonism to show up with a reasonable efficacy, a should be ]10 �L. Typically, thus,
for the full agonist a is �100 and efficacy may be said to be dependent on the product of a �L, see Rmax

for functional cTSM response in Table 5.1. As a �L increases above 0.1, the dose-response relationships rise
in a fashion comparable to the dose-response of a series of partial agonists with increasing apparent affini-
ties from values of As towards values approaching a �L �As (Fig. 5.8). When a �L��10 complete agonism
is obtained. Partial agonists with B10% efficacy of a complete agonist have appAs close to the genuine
As. Stated in a different manner, for a series of homologous drugs to display partial agonism (Nickerson 1956)
in cTSMs, the requirements are that a through the series of less and less efficacious ligands decreases towards
a value such that a �L become B0.1. See the sweep of theoretical curves for partial agonist as depicted in
Fig. 5.8.

For the case of LBB1 and a�1, we can further state that the affinity for an agonist is highest in the active
receptor, equal to most systems occurring in Nature. Additionally, the activating conformational change is the
most likely event for the liganded conformation compared with the non-liganded form of the receptor.
Consulting Fig. 5.3, you will see that the affinity of the ligand is much larger for the active non-liganded
receptor than for the reactive (non-active) non-liganded receptor state, while the tendency for the receptor to
go into the active state spontaneously in the non-liganded configuration, R0R*, is a less likely event
compared to the liganded receptor flip-flopping into the active state, RS0R*S.

When we trust the cTSM to be the underlying reaction scheme for our experimental observations at
equilibrium, it is justified to claim that the agonist stabilizes the active conformation, as it is to state that the
binding of an agonist to the non-active receptor conformation is that, which induces the conformational
change to an active state of the liganded receptor (confer sub-chapter 5.11).

Box 5.1.5. Partial agonism in Nature and the cTSM

Partial agonism is widespread in Nature and in test tubes. This ought to trigger your curiosity and pose the
question: is the cTSM really a relevant rôle-model for what goes on in the real world? Meanwhile, I would
formulate the question in a different way. Using functional cTSM, what are the constraints on, or in, evolution
that have predisposed ligand�receptor interaction such that a �L is between 1/10 and 10, allowing us to detect
partial agonism? From an analytical point of view, should the two parameters a and L not be totally
independent? Is the constraint, 1/10Ba �LB10, linked to survival of the fittest?

The answer is: Yes, of course. Receptor conformations and natural ligands that do not follow the 0.1Ba �
L�10 constraint have been eliminated during evolution, since 1/10Ba �LB10 is a hallmark of mechanisms
involved in regulatory actions in biology. Likewise the condition, that LBB1, is also fixed by evolution in most
natural systems � in particular when we believe in the cTSM.

In conclusion, the simple K&T5 reaction scheme is a matrix for the functional cTSM, which can explain
spontaneous/constitutive activity, partial agonism, and inverse agonism. In case there are spare receptors, the
appAs and the true As deviate.
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Box 5.1.6. Ant-agonists and the cTSM

Paul Leff published a key-paper on the cTSM,
summarizing several aspects on the consequences
of applying a cTSM for the analysis of dose-
response data from functional studies (Leff
1995). His paper is certainly worth consulting.
Meanwhile, his discussion of ant-agonists interfer-
ing with effects of the functional cTSM should be
treated in the realm of modulation in the allosteric
two-state model by Hall (the ATSM in Chapter 7),
rather than by Schild’s method as done by Leff.

Box 5.1.7. The three-state model

Leff and Scaramellini et al. have developed the
cTSM into a genuine three-state model (IIISM)
(Leff et al. 1997; Scaramellini & Leff 1998, 2002).
This model belongs to the category ternary-com-
plex models for GPCRs, and should therefore be
discussed in relation to bifurcation of G protein
coupled receptors. See Giraldo (2004) for another
approach to three-state models.

Box 5.1. Table. Limiting values of pssEC50 and appKs in the cyclic two-state model
Table 0. General cases

Parameters in cTSM for all values of L lim pssE50 lim appKs

a00 L/[2 �(L�1)] (L�1)/As

a0� (2L�1)/[2 �(L�1)] (L�1)/(As �a �L)
a�1 L/(L�1) Not defined

Table 1. Special cases

For LBB1 lim pssE50 lim appKs

a00 L/2 1/As

a0�$ ½ 1/(As �a �L)
a�1 L ‘1/As’

$The natural situation.

Table 2. Special cases

For L��1 lim pssE50 lim appKs

a00 ½ L/As

a0� 1 1/(As �a)
a�1 1 ‘1/As’

Table 3. Special cases

For L�1 lim pssE50 lim appKs

a00 ¼ 2/As

a0� 3/4 2/(As �a)
a�1 1 ‘1/As’
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Box 5.1. Figure. Principal plot of the functional cTSM. As indicated in the figure there is a basic spontaneous
activity level determined by L/(1�L)�1/(1�1/L) and a maximum activity level equal to aL/(1�aL)�1/
(1�1/aL). The EC50 is given by a level mid-way between the basic and the maximum levels, pssE50�½ �[1/
(1�1/L)�1/(1�1/aL)]. Circles indicate the actual EC50. The apparent dissociation constant appKs is
equal to (Ks) �[(1�L)/(1�aL)]. (A) Parameter values are L�0.2, As�0.1 and a vary from 10�2 (bottom
curve) to 102 (top curve) in 5 steps by a factor 10 between steps. (B) Parameter values are a�30, As�0.1 and
L vary from 10�2 (bottom curve) to 102 (top curve) in 5 steps by a factor 10 between steps.
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L / (1 + L)

½ · [a·L / (1 + a·L) + (L / (1 + L)] 

a·L / (1 + a·L) 

a = 1

a > 1

a < 1

appKs = (1 + L) / [(As·(1 + a·L)]

Q = (1 + As·appKs) / (1 + a·As·appKs) A

B

L /(L + Q)

L / (1 + L)

½ · [a·L / (1 + a·L) + (L / (1 + L)] 

a·L / (1 + a·L)
L = 1

L > 1

L < 1

appKs = (1 + L) / [(As·(1 + a·L)]

Q = (1 + As·appKs) / (1 + a·As·appKs) 
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6CHAPTER

Multi-step Reaction
Schemes: Extending
the Two-step Mechanism
of del Castillo and Katz

Logically we should continue with complex models, that
is, the models with at least two-states for the un-liganded
receptive unit. However, in this chapter, I will look at
classical reaction schemes as the random, ordered and
ping-pong mechanisms (Cornish-Bowden 2004).

6.1. Extending del Castillo�Katz or
Random and Ordered Models

6.1.1. Two-sites-and-more-than-one-step
Agonism. Extended Reaction Schemes

The del Castillo and Katz (dC&K) model (described in
Chapter 5) for data analysis and evaluation is employed
in the field of transporters, receptors, enzymes, and
other acceptor molecules.

Mechanistic investigation of ligand-gated ion chan-
nels is popular, since their response seems to be directly
proportional to receptor activation by a ‘supposedly two-
step mechanism’, only consisting of a binding and an
activation step, a pure dC&K reaction scheme. There-
fore, the dC&K model in Figs. 5.1A�B, 5.2 and 5.3B has
become a prototype model for substrates at enzymes and
drug interactions at ligand-gated ion channels (Weiss
1997; Hille 2001; Jenkinson 2003; Colquhoun 2006a,b).

However, there are variations on the theme. Some
channels need two identical ligands to bind before they
will open. Examples of this are the hetero-multimeric

cation transporters nAChR, 5-HT3-R, and ionotropic
glutamateR channels, as well as the GABAA-R channel,
which transports anions (Changeux & Edelstein 2005).
Other channels need the presence of two different
ligands to open, a mechanism called co-agonism (John-
son & Ascher 1987; Corsi et al. 1996; Jenkinson 2003,
pp. 63�64). Thus, for full function in certain systems,
ternary complexation is necessary with simultaneous
binding of two ligands, either identical or different, to
one channel molecule, and this is covered by extended
versions of the dC&K model.

In a similar fashion, signal-transduction also requires at
least ternary complexation to function through hetero-
multimeric complexed receptors (GPCRs) coupled to
hetero-trimeric G protein (Pin et al. 2007), through the
small G protein signaling systems (Bustelo et al. 2007),
and through two-component signaling in bacteria (Hoch
1995; Bekker et al. 2006; Mitrophanov et al. 2006). But
these processes differ from that of the channels. In the G
protein signaling pathway, activation involves at least a
three-component complex: a ligand, a receptor, and a G
protein containing a GDP molecule, with a minimum of
three steps: (1) G protein binding to receptor, (2) ligand
binding to receptor�G protein complex, forming a
ternary complex of ligand�receptor�G protein, and (3)
an activation step of the receptor to a new state, where the
words ‘activation step’ cover a mechanism of a conforma-
tional change allowing an exchange of GDP for GTP.
After receptor activation, the G protein is released and
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Figure 6.1. Cycles of G protein from reactive to active and back again. Panel A of a hetero-trimeric G protein is from Oldham
and Hamm (2008, Fig. 1). Panel B of a small G protein is from Bustelo et al. (2007, Fig. 2). Both with permission.
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with its GTPase activity switches to containing a GDP
molecule, which turns the G protein activation off. The
above step (1) in this scheme, the re-association of the
GDP-form of a G protein a-subunit with the receptor is
sometimes the rate-limiting step although it varies from
system to system (Cassel & Seelig 1976; Sagoo & Lagnado
1997; Tolkowsky & Levitzki 1981; Whaley et al. 1994;
Oldham & Hamm 2006; Sprang et al. 2007; Lohse et al.
2008). The one-way irreversible activation and turn off
transduction cycle for G protein signaling is cartooned
for GPCRs and small G proteins in Fig. 6.1. Non-
reversibility in the cycles is obtained by an energy input
from the GTP to GDP conversion. Thus, the G protein
cycle also requires an extended form of the dC&K model.

Furthermore, there are additional variations on the
theme. Hetero-multimeric GPCRs possesing modulator
sites (Pin et al. 2007) must be modeled by higher than
ternary complexation (Parmentier et al. 2002; Pin et al.
2005).

In the enzyme field, the lactate dehydrogenase and
the chymotrypsin enzymes are classical examples of
enzymes that catalytically have intermediate ternary
complexes (Cleland 1963; Cleland et al. 1998). Catalysis
by lactate dehydrogenase follows a so-called ordered
reaction scheme, while for instance that of creatine
kinase follows a random reaction scheme with ternary
complexation. Both catalytic processes may be described
by slightly extended forms of the dC&K scheme (see
Section 6.1.3).

Let us look at some simple examples of mechanisms
extending the dC&K reaction scheme with two binding
sites and involving more than two receptor conforma-
tions, equal to at least two steps in the reaction. Observe,
however, that compared with the cyclic two-state model
in Chapter 5, these reaction schemes, including the
simple dC&K model, are not genuine two-state models if
they do not include two different conformations of an
un-liganded receptive unit.

6.1.2. Two Sites, an Activation Step,
and a Single Type of Ligand

Some receptor channels have two binding sites for full
activation. Both sites must be occupied simultaneously
by two identical ligands for the channels to open. The
current of ions through nAChR-, glutamateR- (iGluR),
and 5-HT3-R channels is carried by ions including Na�,
K�, and Ca2�. Na� and Ca2� ions flow from the
outside to the inside. This movement of either Na� or
Ca2� ions is generally excitatory and leads to depolar-
ization of cells. The K� ion flows from the inside to the
outside, hyperpolarizes and stabilizes the electrical
resting potential of the plasma membrane. Cl� ions,
somewhat conduced with HCO/

�
3 ions, are the major

carriers of charge through the GABAA-R and glycine

receptor channels. Frequently, this Cl� current results
in a clamping at, or return to, the resting membrane
potential in cells, e.g., in the form of inhibitory
postsynaptic potentials (IPSPs).

In the proteins with ligand controlled opening and
closing of the channel pore, channel gating, the
reaction scheme may be formulated as:

R � 2S X
k�1

k�1

R?S � S X
k�2

k�2

R??S2 X
b

a
R+S2;

where the k symbols stand for rate constants for
association and dissociation, parameter b is the rate
constant for channel opening, and parameter a is a rate
constant for its closing (Gibb 1996; Hille 2001, pp. 191�
192; Cymes et al. 2002; Jenkinson 2003). The ratio b/a
(�L2S, see Sections 6.2.1 and 6.3.1) is a conformational
constant when two agonists have bound to the receptor.
It is a forward isomerizaton constant. In this reaction
scheme the receptive unit appears in four different
conformations: R, R?S, R??S2, and R*S2.

The above reaction scheme may be considered either
as an extension of the one-site dC&K model with an
extra binding site or as a two-sited random/ordered
process extended with an isomerization step. Random
and ordered processes are described in Section 6.1.3.

In the following derivation of equations for this and
related reaction schemes, I return to dissociation con-
stants instead of association constants.

6.1.3. Random and Ordered Reaction Schemes

In certain contexts, the term ‘sequential’ is used for
processes where at least two ligands must be bound
simultaneously for a reaction to occur. The sequential
process may further be divided into two types of
mechanisms � random and ordered. In the random
type sequential process, two ligands can bind in either
order before the second ligand binds (Fig. 6.2A), while
in the ordered type sequential process one ligand always
binds to a certain site before a second ligand binds to
the other site (Fig. 6.2B).

Random concentration-binding models are equal to
reaction schemes described by Tuk and van Oosten-
brugge (1996) as well as one of the models by Weiss
(1997, so-called ‘independent’), where ligands can bind
with equal frequency to either of the empty sites and
dissociate with equal probability from occupied sites (Fig.
6.2A). An ordered reaction scheme, equal to a so-called
‘dependent’ concentration-binding model with non-ran-
dom binding, is another model detailed by Weiss (1997),
so-called ‘sequential’ in his terminology (Fig. 6.2B).

Thus, for channel gating, the ligand binding may be
in random order at two sites, designated an independent
reaction scheme, or for channel-passage of ions as seen
in single-file systems, the binding at several sites may be
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in an ordered fashion, also designated a dependent
reaction scheme (Weiss 1997). Both the random and
ordered reaction schemes may be extended with an
isomerization step as depicted in the reaction schemes
in Fig. 6.2. These are two-site three-step mechanisms.

In the random scheme in Fig. 6.2A, a factor 2 will
appear at the rate constants k�1 and k�2 as their rates
result from the assumption that the two sites, prior to
agonist binding, are equally prepared for reception of
the ligand (see Section 6.2.1). Thus, the probability for
binding in the random reaction scheme is double that
for binding in the ordered reaction scheme (Fig 6.2B).
In addition, this is true for functional studies and
binding studies.

6.1.4. When is ‘Sequential’ Sequential?

The term ‘sequential’ is used about reaction schemes
where dissociation constants are not necessarily identical
from binding step to binding step. ‘Sequential’ is used
as a term with this meaning for a classical distinction
between multi-step binding models, as for instance
differentiating between the KNF and MWC models
(see Chapter 15). Thus, Adair’s scheme is a sequential
process (Adair 1925), and both the ordered and random
schemes mentioned above and detailed below, which
are simple variations on the Adair model, are also
sequential in that their first dissociation constant, K1,
may differ from the next constant, K2. As an example,
Kobilka’s lab now assumes this kind of sequential
process for GPCR-signaling (Swaminath et al. 2004).

If we accept the KNF term ‘sequential’ in allostery as a
term differentiating Koshland synagic reaction schemes
from models with identical dissociation constants
between binding steps, assumed in the MWC model
(see Chapter 15), bear in mind that this may be
confused with the term ‘sequential’ in relation to other
processes mentioned above (Weiss 1997; Weiner 2006).
In addition, ‘sequential’ for multi-step mechanisms in
Weiss’ schemes, meaning ordered reaction (Weiss 1997),
does not cover the same ideas as for the multi-step

models by Koshland et al. (1966), namely, that dissocia-
tion constants may differ from step to step. Here the
term ‘sequential’ will be used in the classical sense.

6.1.5. Ping-pong Mechanisms

The random and ordered processes may be contrasted
with a reaction scheme denoted ‘ping-pong’ where again
two ligands are involved in a coupled reaction, but
where first one ligand is bound to and released from an
effector, followed by binding of another ligand and its
release before the effector returns to its initial condi-
tions (Fig. 6.3). The ping-pong scheme is considered by
some as ‘non-sequential’ (Segel 1975, 1993). The
transaminase-catalyzed reaction is a typical ping-pong
mechanism (Coomes 2006; Weiner 2006). Observe that
ping-pong mechanisms are often also two-state or multi-
state mechanisms (Fig. 6.3).

Cornish-Bowden (1995, Chapter 6; 2004, Chapter 7)
has an excellent discussion of the validity of these models.

The mathematical formulation of the ordered and the
random reaction schemes are detailed in the following
Sub-chapters.

6.2. Random Reaction Schemes and
Extended with Isomerization

6.2.1. The Random Two-site Three-step
Reaction Scheme

As described for the reaction scheme above with
channel gating, a two-site and three-step random mech-
anism seems to be operating. For this random reaction
scheme the following receptor types exist:

R empty reactive receptor
R?S�2 �R �S/K1 one agonist bound to reactive R
R??S2�[2 �R �S/K1]

�[S/2 �K2]
two identical agonists bound to

reactive R
R*S2�L2S �R

�S2/(K1 �K2)
two identical agonists bound to

active R*

2S·’1E2S·’2E2P2E2P+2E

etats-eerhtagnoP-gniP
ledom

2S+’1E1P+’1E1S·1E1S+1E

Figure 6.3. One form of the ping-pong reaction scheme. In
principle, ping-pong schemes include a minimum of a two-
state model. Here with three unliganded receptor conforma-
tions, E1, E1?, and E2, it is a three-state model.

sledomlaitneuqeS

modnaRA

B

2S+1S·’1E

2S+1S+1E 2S·1S·*1E2S·1S·’’’1E

1S+2S·’’1E

K1

K1 K2

K2 L S2

deredrO

2S+1S·’1E2S+1S+1E 2S·1S·*1E2S·1S·’’’1E
L S2

K1 K2

Figure 6.2. Simple forms of the random and ordered reaction
schemes. Both reaction schemes have varying dissociation
constants for sequential binding steps, K1 may be different from
K2, and the schemes are therefore ‘sequential’.
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Receptor symbol ‘R’ (or ‘E’ for enzyme) may also
indicate the mass of a particular receptor (or enzyme)
conformation. Actually the random reaction scheme in
Fig. 6.2A is part of the homotropic two-state model
(HOTSM) described in Chapter 7 and shown in Figs.
5.10 and 7.1B. System constants listed here have their
pendant in the HOTSM. Thus, K1�Kss�Kms�1/Ass,
K2�Kss/c?�1/(Ass �c?), and L2S�a �b? �d? �L. Note, that
Kss is equal to Kms, while K1 is not necessarily equal to K2 in
the random reaction scheme. The random reaction sche-
me is also part of the FP-TSM reaction scheme (Fig. 5.9).

Several authors have argued that due to random
access to two sites on the receptive unit, i.e., R?S�SR?,
the probability of the R? conformation increases by a
factor of 2 (Segel 1975, 1993; Cornish-Bowden 1995,
2004; Weiss 1997). Realize that 2 �R?S is the same as
combining receptor conformations R?S and SR?, as the
two steps to reach them are identical in the random
reaction scheme. SR? is the symbol for the receptive unit
with a ligand bound at the modulator site, equal to SR,
while the apostrophe indicates a change in R upon
ligand binding. Compare this with the derivation of the
HOTSM in Chapter 7, where two ligands can bind
randomly and simultaneously as well. However, in this
model there is no factor 2.

Equating the random two-site three-step reaction
scheme for functional studies gives us:

response

total
�

S2 � L2S= (K1 � K2)

1 � 2 � S=K1 � S2=(K1 � K2) � S2 � L2S=(K1 � K2)
; (6:1)

when abbreviated comes to:

response

total
�

S

S �
1

L2S

�
S�K2 �

�
K1

S
� 2

�� ; (6:2)

and for binding studies of the random two-site three-step
reaction scheme, we obtain:

bound

total
�

2 � S=K1 � 2 � S2=(K1 � K2) � 2 � S2 � L2S=(K1 � K2)

1 � 2 � S=K1 � 2 � S2=(K1 � K2) � 2 � S2 � L2S=(K1 � K2)
; (6:3)

when abbreviated gives us:

bound

total
�

S

S�
K1K2

2[K2�S�S � L2S]

: (6:4)

Semi-log plots of Eqs. 6.2 and 6.4 for function and
binding are shown in Figs. 6.4 and 6.5 and are
commented on in Section 6.4.1.

6.2.2. Some Examples of the Random
Type Reaction

The random type of binding is typical for multi-meric
proteins, which besides hemoglobin (Perutz 1990) and
enzymes (Hindson & Shaw 2003) include ligand-operated

channels, Rad/Gem/Kir-G protein-gated channels
(Kelly 2005; Beguin et al. 2007; Kobayashi et al. 2007),
tyrosine-kinase-receptors (Cowan-Jacob 2006), and
others such as antibodies (Gronski et al. 2007).

Models of random reactions apply to ligand-gated ion
channels � where for instance ACh can open for channel
activity via two binding sites distributed among the
subunits (Unwin 2003, 2005) (Fig. 6.6 A�B). Another
example of the random reaction scheme is the proteins
of the ClC-protein family with double-barreled ClC-
voltage gated Cl� channels and H/Cl exchangers, where
two pores work in concert (Miller 1982; Lin & Chen
2000, Jentsch et al. 2005; Chen 2005; Miller 2006). This
assumption was recently confirmed by a crystal structure
of the ClC channel (Dutzler et al. 2002, 2003; Estevez
et al. 2004; Miloshevsky & Jordan 2004) (Fig. 6.6C),
although the exact mechanism is still debated (Lin &
Chen 2000; Chen et al. 2003; Chen 2005; Bykova et al.
2006). Two chloride ions can bind in an ordered fashion
to each subunit of the ClC channel before a transfer, but
the order of binding to either subunit is probably
random. On the other hand, exchange of ions in the
ClC-exchanger seems to be through two separate chan-
nels. However, the exact mechanism is still unknown
(Accardi et al. 2006; Nguitragool & Miller 2006).

Since many GPCRs are dimerized (e.g., Zeng & Wess
2000; Rios et al. 2001; Ciarkowski et al. 2005; Fotiadis
et al. 2006) and, therefore have two binding sites,
ligands may bind in a random manner according to a
so-called ‘two-state interacting receptor model’ (Onaran
& Gurdel 1999).

6.3. Ordered Reaction Schemes and Now
Extended with Isomerization

6.3.1. The Ordered Two-site Three-step
Reaction Scheme

Transport of two or more ions through a channel at a
time by a single file mechanism resembles the ordered
two-site three-step mechanism as a possibility. Other
examples of ordered mechanisms in effectors such as
channels, catalysts and pumps (Forge et al. 1995; Canet
et al. 1996; MacKinnon 2004; Allen et al. 2004; Grottesi
et al. 2005) are mentioned in Sections 6.3.2 and 6.5.2.

Receptor conformations of the ordered binding me-
chanism are:

R empty reactive receptor
R? �S�R �S/K1 one agonist bound to reactive R
R??S2�[R �S/K1]

�[S/K2]
two identical agonists bound to

reactive R
R*S2�L2S �R

�S2/(K1 �K2)
two identical agonists bound to an

active R*
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Figure 6.4. Examples of varying parameters L2S, K1, or K2 in the functional version of an extended random reaction scheme.
Parameters varied in five steps from 10�2 (**) to 102 (� �� �) by a factor 10 between steps, as indicated in (A) for L2S, (B) for K1,
and (C) for K2. The other parameters were kept at unity. The appKss are indicated by open circles. Calculation of the appKs

co-ordinates require solution to a quadratic equation with one unknown: a �x2�b �x�c�0, where x(1,2)�[�b9/

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b2�4a�c

p
]=2a. For

the discriminant (b2�4a �c)B0 there is no rational solution.
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Figure 6.5. Examples of varying parameters L2S, K1, or K2 in the binding version of an extended random reaction scheme.
Parameters varied in five steps from 10�2 (**) to 102 (� �� �) by a factor 10 between steps as indicated in (A) for L2S, (B) for K1,
and (C) for K2. The other parameters were kept at unity. The appKs is indicated by open circles; see Fig. 6.4 to derive its
co-ordinates.
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As before, receptor symbol ‘R’ (or ‘E’ for enzymes)
may indicate the mass of the particular receptor
conformation. Compared with the HOTSM described
in Chapter 7 (Fig. 7.3A), the constants are: K1�Kss�1/
Ass, K2�Kss/c?�1/(c? �Ass), and L2S�a �b? �d? �L. Similar
to the random reaction scheme, for the ordered
reaction scheme K1 can differ from K2, equal to
c? �Ass"c? �Ams. The ordered reaction scheme, as shown
in Fig. 6.2B, is also a part of the FP-TSM reaction scheme
(Fig. 5.9).

Equating the ordered two-site three-step reaction
scheme for functional studies, we get:

response

total
�

S

S�
1

L2S

�
S�K2 �

�
K1

S
� 1

�� ; (6:5)

and for binding studies of the ordered two-site three-step
reaction scheme, the equation is:

Figure 6.6. Two different channels. Figures in panels A and B are different aspects of a ligand-gated channel with random binding
of two ligands for activation. It is the nicotinic acetylcholine receptor (nAChR) at a 4 Å resolution for parts of the structure. Two
binding sites for the agonist ACh are at the a subunits. From Unwin (2003, Fig. 2, 2005, Figs. 3, 7, and 8) with permission. Figures in
panel C are various aspects of a double-barreled chloride channel ClC with ‘single-file’. From Dutzler (2006, Fig. 2) with permission.
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bound

total
�

S

S �
K1K2

K2 � 2 � [S � S � L2S]

: (6:6)

Plots of Eqs. 6.5 and 6.6 are in Figs. 6.7 and 6.8.
Note that the only difference between the random

and the ordered reaction schemes is a factor of two
in the expressions for the receptor conformation of
the random reaction scheme when the first ligand
binds. However, the appKs and the slope of the two
regimes differ as K1 and K2 vary (compare Figs. 6.4
and 6.7, and Figs. 6.5 and 6.8). The dose-response
relations in Eqs. 6.5 and 6.6 are further described in
Sub-chapter 6.4.

6.3.2. Some Examples of Ordered Type Reaction

Enzyme examples of the ordered reaction is the citrate
synthetase catalyzed reaction and the ‘catalysis by approx-
imation’ in adenylate cyclase (Berg et al. 2002, pp. 472�
473, 255). Another example is the lactate dehydrogenase
(Cleland et al. 1998). In the aspartate transcarbamoylase
enzyme (ATCase), there is an ordered association of first
carbomoyl phosphate inducing a fit for the second
substrate aspartate (Wang et al. 2005, 2007).

In the category of transporters, such as voltage-
operated K channels, muscarinic G protein-activated K
channels, Ca-activated K channels, ATP-sensitive K
channels (Packer et al. 2000), and H,K-pumps, the
single-file type transport in channels and pumps, can
be viewed as an ordered reaction scheme in Fig. 6.9A�
B (McKinnon 2003, 2004; Nishida et al. 2007) and Fig.
6.9C (Munson et al. 2007).

Some transporters of the cotransport type also have
ordered binding and release of transportees (Parent
et al. 1992; Falk et al. 1998). Loo et al. (2005) elegantly
combined detection of conformational changes in the
human sodium-glucose cotransporter (hSGLT1) by
simultaneously recording fluorescence from a tagged
probe and transient currents by stepped jumps in
membrane voltage. The hSGLT1 undergoes a major

conformational change between two states of the
un-liganded cotransporter when opening for ligand
reception to either side of the cell membrane (Fig.
6.9D�E). Two sodium ions bind before a D-glucose
molecule, and are released in reverse order, D-glucose
first (Fig. 6.9D�E). Transport in the hSGLT1 is so far
by an ordered two-state mechanism. An unresolved ques-
tion is the type of binding for the two Na ions in SGLT1.
Cotransport may additionally be a genuine two-state
mechanism with unliganded SGLT in two conformations
(Wright et al. 2007).

Several other nutrient cotransporters and ion-cotran-
sporters are likely to follow a similar ordered binding
scheme (Baekgaard & Bindslev 1998; Abuladze et al.
2005; Bernardo et al. 2006; Reig et al. 2007; Piermarini
et al. 2007).

The anion exchanger (AE) the sodium-proton ex-
changer (NHE) and the Na,Ca-exchanger (NCX) also
without ATP-energy input are other examples of prob-
able ordered association-dissociation, but with counter-
transport instead of co-transport (Lemieux et al. 2002;
Abuladze et al. 2005; Hunte et al. 2005; Nicoll et al.
2006; Olkhova et al. 2006; Screpanti et al. 2006).

Finally, as discussed by Weiss (1997), the last step in
filling the n-sites of a pump or an enzyme and activating
it may be passive or driven by input of energy from
ATP (Fig. 6.10), which may change the ordered reaction
into a ping-pong reaction as for the Na,K-ATPase
(Fig. 6.3) (Jorgensen & Pedersen 2001; Jorgensen
et al. 2003). This and other examples of the ping-pong
mechanism are commented on in Sub-chapters 6.5, 6.9
and 6.10.

6.3.3. Combined Random and Ordered
Reaction Scheme

There are examples for enzymes that have a random
association of two ligands but an ordered release of the
products (Hanes et al. 1972). See also the discussion by
Cornish-Bowden of the random and ordered mechan-
isms (Cornish-Bowden 1995, Section 6.2.3 or 2004,
Section 7.2.3).

Figure 6.6 (Continued)
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Figure 6.7. Examples of varying parameters L2S, K1, or K2 in the functional version of an extended ordered reaction scheme.
Parameters varied in five steps from 10�2 (**) to 102 (� �� �) by a factor 10 between steps as indicated in (A) for L2S, (B) for K1,
and (C) for K2. The other parameters were kept at unity. The appKs is indicated by open circles; see Fig. 6.4 to derive its
co-ordinates.
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Figure 6.8. Examples of varying parameters L2S, K1, or K2 in the binding version of an ordered reaction scheme. Parameters
varied in five steps from 10�2 (**) to 102 (� �� �) by a factor 10 between steps as indicated in (A) for L2S, (B) for K1, and (C) for
K2. The other parameters were kept at unity. The appKs is indicated by open circles; see Fig. 6.4 to derive its co-ordinates.
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Figure 6.9. Examples of receptive units following ordered binding. Panel A shows ordered single file ion transport in a
potassium channel (McKinnon 2004a, Fig., 2004b, Figs. 2, 4, and 5b with permission). Panel B shows a narrow view of a change
from an open to a closed conformation of the pore in a chimeric K channel (Nishida et al. 2007, Fig. 5, with permission). Panel C
shows a model of possible K� ion exit to cytoplasmic side of the H�,K�-ATPase in single-file (Munson et al. 2007, Fig. 7C, with
permission). The construction is based on a homology model of the E12Ca2� conformation of the SERCA ATPase (Toyoshima
et al. 2000), shown in Fig. 1.17. Panel D is a reaction scheme, and panel E is a cartoon of coupled ion and nutrient transport in a
sodium/D-glucose cotransporter (SGLT). The association and dissociation of ions and nutrients are ordered and fully reversible.
Panel D from Loo et al. (2005, Fig. 15A). Panel E from Wright et al. (2007, Fig. 3). Both with permission.
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6.4. Analysis of Parameters in the Random
and Ordered Reaction Schemes

6.4.1. Comparing Simple Random and Ordered
Schemes by Hill Fitting

Fig. 6.11 is an illustration of plots according to the full-
binding models of either the random, the ordered, or
the Hill model with a single or up to four sites per
functional unit, but, for simplicity, with identical dis-
sociation constants�no co-operativity. All three models
are ‘simple’ as they do not include an isomerization
step.

Notice that in contrast to Hill’s formulation, the
curves of random and ordered models never cross
each other, no matter how high the number of sites in
the functional unit; also illustrated for the random
scheme by Tuk and van Oostenbruggen (1996, Fig. 1).

It is often stated that the Hill reaction scheme with
implied simultaneity is physically unlikely and only
relevant when intermediate liganded states never accu-
mulate (Chapter 10). Put in a different way, Hill’s
scheme as a mechanism is only for extreme positive
co-operativity, that is, K1��K2, in random and ordered
models with two sites, or in functional studies where
function is only released when all sites are occupied.
After reflecting on the initiation of activity, maybe this
Hillian type of function is not as unlikely. Think for
example of the regulated activation of protein kinase A
by four molecules of cyclic AMP.

Unless a co-operativity of decreasing dissociation
constants (increasing affinity) of about an order of
magnitude between each step in binding is implicated,
the number of sites, for instance 4 in a quaternary
binding unit, is always underestimated by the fitted
Hill coefficient (Weiss 1997). Strong co-operativity will
yield a Hill coefficient close to the number of binding
site, since this is a situation of simultaneity described by
the Hill equation. The Hill coefficient cannot exceed
the number of physical sites on the receptor (Monod
et al. 1965).

In the absence of co-operativity or even with negative
co-operativity, K1BK2, a Hill coefficient still above
unity may be derived for multi-sited binding regimes
of the random reaction scheme (Tuk & van Oosten-
bruggen 1996). Indeed, Tuk and van Oostenbruggen
showed that when the K2 dissociation constant is 10-
fold larger than the K1, i.e., the affinity for the second
ligand decreases as the first ligand binds, the fitted Hill
coefficient is still above unity (Table 6.1) (Tuk & van
Oostenbruggen 1996, Table 2). A similar conclusion
was obtained by Weiss for both random and ordered
reactions schemes, and, in fact, the Hill coefficient in
these two schemes never drops below unity (Weiss
1997, Fig. 2C).
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SR       SR       R 2 SR .... 1-n SR n

Figure 6.10. A sequential reaction scheme with a final
isomerization step in form of an n�1 to n-liganded receptive
unit in two conformations. Modified from Weiss (1997).

Figure 6.9 (Continued)
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As an example, the fitted Hill coefficient for the
random reaction scheme with four binding sites and all
sites with the same dissociation constant, i.e., K1�K2�
K3�K4 and equal to non-co-operativity, is between 1.32

and 1.35. With the same conditions for the ordered
reaction scheme, the fitted Hill coefficient is between
1.77 and 1.81, as the size of the dissociation constants
vary (Fig. 6.11).
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Figure 6.11. Comparison of dose-responses in three different models. Models are the simple random and simple
ordered reaction schemes with no co-operativity and compared with the Hill scheme as indicated in the graphs. The number
of sites varied from 1 (**) to 4 (� �� �) in all three models. For the ordered and random models, the curves never cross
each other and their Hill coefficients are always above unity. Plots in panels C and D are identical with differently scaled
x axes.

Table 6.1. Hill-parameters Fitted to the Extended Random and Ordered Reaction schemes

Increasing a parameter in

Functional dose-response curves Binding concentration-occupancy curves

Rmax Move appKs Bmax Move appKs

Random reaction scheme Fig 6.4 nH Fig 6.5 nH

K1 for L2S�1 0.5 Right 1 0 1.493 0 1 1 Right 1.088 0 1.468 0 1.085

K2 for L2S�1 0.5 Right 10 1.493 0 1 1 Right 1.088 0 1.468 0 1.085

L2S 0 0 1 Left 1.390 0 2 1 Left 1.364 0 2

Ordered reaction scheme Fig 6.7 nH Fig 6.8 nH

K1 for L2S�1 0.5 Right 1 0 2 1 Right 1 0 2

K2 for L2S�1 0.5 Right 2 0 1 1 Right 2 0 1

L2S 0 0 1 Left 1.390 0 2** 1 Left 1.468 0 2**

Changes in parameters of the Hill equation fitted to dose-response curves (d-r) and concentration-binding curves (c-o) for the random and ordered reaction
schemes with two binding sites and an isomerization step, as one of the parameters in these reaction schemes increases.
Changes in the maximum response Rmax, maximum binding Bmax, apparent dissociation constant appKs and slope factor nH in Hill’s equation when increasing either
dissociation constants K1, K2, or conformational coefficient L2S, while keeping the two other constants at unity.
**0 2 for K1��1 or K2BB1; 0 1 for K1BB1 or K2 ��1.
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Weiss (1997) reached the same conclusion. He cites
that a fit of the Hill equation to dose-response curves for
the random reaction scheme with 4 binding sites
per functional unit without co-operativity, yields a
Hill coefficient of 1.31, and similarly, the fitting of
a Hill equation to an ordered reaction scheme yields a
Hill coefficient of 1.74.

Thus, even when there is no co-operativity, the Hill
coefficient for both the random and the ordered
reaction schemes deviate from unity.

To summarize, in the random and the ordered
schemes, negative co-operativity, that is K1BBKn,
reduces the fitted Hill coefficient towards unity, while
positive co-operativity, K1��Kn, brings the fitted Hill
coefficient towards the number of binding sites.

6.4.2. Comparing Extended Random and Ordered
Schemes by Hill Fitting

Parameters for the fitted Hill equation, including the
slope factor nH, are extracted and listed in Table 6.1 for
the isomerization-extended random and ordered reac-
tion schemes, both with n�2 (Fig. 6.2). Examples are
for increasing K1, K2, or L2S while keeping the two other
constants at unity.

The effects on the maximal effect and maximal
binding as well as the impact on the apparent dissocia-
tions constant and the slope of curves are summarized in
Table 6.1 when increasing parameters in the extended
random and ordered reactions schemes with two bind-
ing sites and analyzed by fitting to the Hill equation.

The apparent equilibrium dissociation constant,
appKs, increases in functional as well as in binding
studies for both the random and the ordered reactions
schemes when parameters K1 or K2 increase, while the
apparent dissociation constant appKs decreases as L2S

increases in all four situations. Examples of this are
shown in panel A of Figs. 6.4, 6.5, 6.7, and 6.8.

The maximal fractional binding is always 100% for
high ligand concentrations independent of the values of
K1, K2, and L2S (Figs. 6.5 and 6.8).

In the functional dose-responses, the fractional max-
imum effect is determined by the value of parameter L2S

in both random and ordered reactions schemes. Varying
values of L2S in functional studies from high values
towards 1 will reduce the maximal effect from a
maximal fraction equal to 100% to 50% for L2S�1,
and further towards zero as L2S goes towards zero both
in random and ordered reactions scheme (panel A in
Figs. 6.4 and 6.7).

The slope of curves for the random and ordered
relations are obtained as Hill coefficients by fitting Hill’s

theory formulated in Eq. 10.2 to plots of Eqs. 6.2, 6.4,
6.5, and 6.6. Principal results are listed in Table 6.1.

In general, for the functional form of the random
scheme, when L2S is 1, the Hill slope moves from 1
towards nearly 1.5 and back again to 1 as either K1 or K2

increases. For increasing L2S with K1 and K2 equal 1, the
slope starts at 1.39 and increases towards 2.

For binding in the random scheme with L2S�1, the
slope of the random relation moves up from close to 1.1
towards 1.47 and back to circa 1.1 as either K1 or K2

increases. For increasing L2S, with K1 and K2 equal 1, the
Hill slope of the curves move from about 1.36 towards 2.

For the ordered reaction scheme there are differences
in the behavior of Hill slopes compared with the
random scheme. Thus, in both the functional and
binding form of the ordered relation, for L2S�1,
increasing K1 brings the slope from 1 up towards 2,
while increasing K2 brings the Hill slope from 2 down
towards 1.

In the functional form of the ordered scheme, when
increasing L2S as K1 and K2 is 1, the Hill slope starts at
1.39 and increases towards 2, while the slope in the
binding form of the ordered reaction scheme starts at
1.47 and move towards 2 as L2S increases (see Table 6.1).
Note that for K1��1 or K2BB1 as L2S increases in both
types of the ordered reaction scheme, the slope moves
towards 2, while when K1BB1 or K2��1, the slope in
both types of the ordered scheme moves towards 1 as L2S

increases (Table 6.1).

6.5. Ping-pong Reaction Schemes

6.5.1. A Circular Two-site and More than Two-step
Mechanism, the Ping-pong Model

Fig. 6.3 is a classical display of an ordinary ping-pong
mechanism, without energy input and, therefore, in
principle a completely reversible reaction scheme. Ping-
pong is frequently considered for irreversible reaction
schemes where one step is driven by a GTP- or an ATP-
energy input. Thus, a mechanism such as the ping-pong
variant of the two-site and three-step mechanism seems a
plausible model in transport of a few single molecules
through co- and counter-transporters across membranes
as well as in enzyme-catalyzed reactions without energy
input, while with energy input for G protein cycles as
shown in Fig. 6.1 and for pumps in Fig. 6.16. Genuine
ping-pong for enzyme reactions are described as ‘dou-
ble-displacement reaction’ (Berg et al. 2002, p. 208),
and part of the membrane transfer by a ping-pong
mechanism is also known as an ‘iso-uni-uni system’
(Segel 1975, 1993, pp. 534�543).
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6.5.2. Formulation of Ping-pong Reaction
Schemes

The ping-pong mechanism presented in Fig. 6.3 is
actually a three-state model by definition, since it
includes three un-liganded receptor forms, E1, E2, and
E1’.

There is a wealth of various schemes for the so-called
ping-pong mechanism. The purpose of this book is to
give the reader a feel for the complexity even in simple
reaction schemes. However, for the scope of the present
text, I have judged that the derivation of equations for
ping-pong mechanisms will divert our focus too much.
Therefore, on the subject of ping-pong formulation, the
interested reader is referred to Chapter 9 in Segel’s
book (1975, 1993, pp. 606�845), where he presents and
formulates several ping-pong mechanisms. King and
Altman (1956) and Cleland (1963) provide methods to
write an efficient shorthand of more complex reaction
schemes. This is exploited as well by Segel for his ping-
pong reactions.

Segel’s book (1975, 1993) contains examples of the
ping-pong, such as a ‘uni uni uni uni ping pong’ system
(pp. 606�612), an ‘iso bi bi’ system (pp. 634�639), a
‘hybrid ping pong bi bi’ system (pp. 626�634), a ‘hybrid
Theorell-Chance ping pong’ system (pp. 639�643), a ‘bi
uni uni uni ping pong ter bi’ system (pp. 684�699), a ‘bi
bi uni uni ping pong ter ter’ system (pp. 719�727), and
even a ‘hexa uni ping pong’ system (pp. 727�736), with
added plotting methods. Some of the schemes also
include substrate inhibition. (On dead-end inhibition,
also covering ping-pong, see pp. 767�845 in Segel’s
book.)

In this connection it is wise to remember some
prudent words by Cornish-Bowden (1995, p. 134; 2004,
p. 162): ‘‘The Method of King and Altman (1956)1 can
be applied to unreasonable as easily as to reasonable
mechanisms, and if one regards kinetics as a branch of
algebra, largely unrelated to chemistry, one risks having
to deal with a bewildering array of possibilities. For this
reason one should always regard algebra as the servant
of enzyme kinetics and not its master’’.

6.6. Any Number of Binding Sites
with Full Occupation

6.6.1. Full Occupancy in Random Reactions

Tuk and van Oostenbruggen (1996) and Weiss (1997),
among others, have listed the principles for deriving
formulas for random binding including up to any
number of binding sites (see Table 6.2). Tuk and van

Ostenbruggen (1996) termed their model the reformulated
occupation model. These two authors derived functional
equations under the assumption that receptor function
requires all of its sites to be occupied, similar to the Hill
scheme, although not in a process of one single step as
required for the Hill reaction, but in an independent
manner, and allowing for variety in the values of
individual equilibrium dissociation constants among
the different sites of a receptive unit, a random reaction.

6.6.2. Full Occupancy in Ordered Reactions

Furthermore, Weiss derived the general expression for
any number of binding sites in each receptive unit, when
only fully occupied receptors relative to the total
number of receptors are present in both the random
model (as mentioned in Section 6.6.1) and in a strictly
ordered model (Weiss 1997).

6.6.3. Pascal’s Triangle in Random and Ordered
Reaction Schemes

In the following, I will discuss the general distribution
equations for models with either random or ordered
binding and activation only at full occupancy, and in
Sub-chapter 6.7, I discuss the random and ordered
binding and function when alternatively all intermediate
stages of binding counts, including those of full occupa-
tion. Both the denominator and the nominator of such
distributed functions are expressions of the Pascal
triangle. This type of expression was first suggested by
Pauling (1935) for a description of the random binding
of O2 to hemoglobin. Two examples of Pascal’s triangle
are shown in Fig. 6.12.

Weiss (1997) has the general expression for the
fractional response (fr) of a fully occupied system that
is random (Table 6.2):

fr �

[S]n

Pn
i Ki

1�
Pn

i

n![S]i

(n�i)!i!

Pi
jKj

; (6:8)

as well as the fr for a fully occupied and ordered system
(Table 6.2):

fr �

[S]n

Pn
i Ki

1�
Pn

i

[S]i

Pi
jKj

: (6:9)

Plots of these two fractional responses are shown in
Fig. 6.13 A�B for n�4.1 Op. cit.
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6.7. Any Number of Binding Sites
Including Partial Occupation

6.7.1. When Functionality Does Not Require
Full Occupancy

In case all liganded conformations of the receptive unit
must be included and not just the fully occupied
receptive units as described in Sub-chapter 6.6, Tuk
and van Oostenbrugge demonstrate how the nominator
and denominator for the random dose-response distri-
bution function must be formulated (Eq. 6.10a) (Tuk &
van Oostenbruggen 1996, Box 2). For the correspond-
ing ordered binding studies, I derive the parallel
expression in Eq. 6.11a.

When the requirement described in Sub-chapter 6.6
with fully occupied receptors is not in effect for
functionality, then in studies where function is activated
as ligands bind, and in some binding experiments,
formulation of the dose-response always requires a
summation of all of the liganded forms.

As pointed out by Tuk and van Oostenbruggen for
the random reaction scheme, a general distribution
equations for fractional binding (fb) is readily derived
(Tuk & van Oostenbruggen 1996, Box 2):

fb �

Pn

i

(n�1)!

(n�i)!(i�1)!
[S]i

Pi
jKj

1�
Pn

i

n![S]i

(n�i)!i!

Pi
jKj

: (6:10a)

Compared to Eq. 6.8, the summation in the nomina-
tor of Eq. 10a is obtained by correcting the denominator
summation of Eq. 6.8 with a normalized number of
bound ligand equal to a running number i divided by
the total number n; � i/n.

Examples of graphs for varying the dissociation
constants K1, K2 and so forth with up to four binding
sites in Eq. 6.10a are shown in the upper panels of
Fig. 6.14.

The parallel equation for fractional binding in the
ordered reaction schemes is given by:

fb �

Pn

i

ði=nÞ � [S]i

Pi
jKj

1�
Pn

i

[S]i

Pi
jKj

: (6:11a)

Table 6.2. Formulae for Fraction of Either Fully Occupied or Just liganded Conformations with Numbers of Ligands for Any
Number of Binding Sites in the Random and Ordered Reaction Schemes

One-state models

Fraction of full occupancy Fraction of bound ligands

Random/independent* /fr�

[S]nQn

i Ki

1 � an
i

n![S]i

(n � i)!i!Qn
j Kj

(Eq. 6.8, Fig. 6.13A) /fb �

an
i

(n � 1)!

(n � i)!(i � 1)!
[S]i

Qi

j Kj

1 �
an

i

(n � 1)!

(n � i)!(i � 1)!
[S]i

Qi

j Kj

(Eq. 6.10b, Fig. 6.14)

Ordered/dependent** /fr�

[S]nQn

i Ki

1 � an
i

[S]iQn
j Kj

(Eq. 6.9, Fig. 6.13B) /fb �

an
i

ði=nÞ�[S]i

Qi
j Kj

1�an
i

ði=nÞ�[S]i

Qi
j Kj

(Eq. 6.11b, Fig. 6.15)

Ping-pong (often multi-states) You can derive it. Can you derive it?

Two-state models: all KRs are equal

and all KTs are equal

You can derive it. If not, see Monod et al.

(1965) or Berg et al. (2006, pp. 201�202)

Can you derive it?

*Tuk and van Oostenbruggen (1996) called this model the reformulated occupancy model.
**Weiss (1997) designated this model the ‘sequential’ model.
The table expressions are generalized forms of those in Tuk and van Oostenbruggen (1996) Eq. 6.8, and in Weiss (1997) Eqs. 6.8 and 6.9.
If fractional response not only requires full occupancy, but a count of every bound ligand, as for instance for tracer binding, expression in the third column of the table
may be relevant for this type of experimental set up.
Eq. 6.10b in column 3 is a generalized formulation of a Tuk�vanOostenbruggen scheme, now with terms for summation in both nominator and denominator factored
by the actual number of bound ligands�i, and normalized by the number of binding sites n, i.e., i/n, also relevant for the equation derived for the ordered reaction in
Eq. 6.11b. Compare with Michel (2007).
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Examples of graphs for varying the dissociation
constants K1, K2 and so forth with up to four binding
sites in Eq. 6.11a are shown in the upper panels of
Fig. 6.15

6.7.2. Binding Experiments with Tracers

For binding expressions in both ordered and random
reactions where the number of bound ligands counts,
there is a need for summation of numbers of ligand in
case more than one ligand is bound per receptor.
However, this requires multiplication by a value of every
summation term with the single term’s number of bound
ligands in both nominator and denominator of the
distribution equations This will be relevant for nomina-
tors and denominators in formulation for binding
studies with, for instance, tracers.

In order to account for every single liganded tracer
molecule, an additional term is necessary in the

denominators of Eqs. 6.10a and 6.11a. In the two
equations, expressions under the summation signs in
both the nominator and denominator must be multi-
plied by the normalized running number i, as already
formulated by Adair (1925), Pauling (1935), and Roug-
ton et al. (1955). Thus, for the fraction of any liganded
species in random binding, and taking into account that
each bound tracer molecule counts in both the nomi-
nator and the denominator, we get:

fb �

Pn

i

(n�1)!

(n�i)!(i�1)!
[S]i

Pi
jK j

1�
Pn

i

(n�1)![S]i

(n�i)!(i�1)!

Pi
jK j

: (6:10b)

This is a combination of the Pascal triangle and Adair’s
idea. A plot of this theoretical model for actual binding
to receptive units with up to four binding sites is shown in
the lower panels of Fig. 6.14. The difference between a
Tuk and van Oostenbruggen model (Eq. 6.10a), and the

Figure 6.12. Pascal’s triangle.2 According to Halayudha (c. 975 AD), who was an Indian mathematician, Pingala (c. 200 BC) in
his analysis of prosody (chandas-sutra) in Sanscrit Vedanga is supposed, as the first, to have introduced the principle of Pascal’s
triangle, called mera-prastaara. Later the triangle appeared in Persian writings (Omar Khayyám c. 1080 AD) and in Chinese
writings (Yang Hui c. 1250 AD and Zhu Shijie 1303 AD). Panel A from the front cover of Zhu Shijie’s (Chu Shih-Chieh’s) Ssu
Yuan Yii Chien (Precious Mirror of the Four Elements or True Reflections of the Four Unknowns) published in China (1303 AD).
Taken from Petigen et al. (1992, p. 84) with permission. Shijie also explains the rule of three in Introduction to Mathematical
Studies (1299 AD). Panel B is from http://briton.disted.camosun.bc.ca/pascal/pascal.html.

2 Blaise Pascal (Traité du Triangle Arithmétique 1655).
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model presented in Eq. 6.10b is not dramatic, as long as
the last binding step has an affinity, 1/K4, much higher
than the preceding affinities (compare upper and lower
graphs in panel 6.14C). However, the theoretical ap-
proach in Eqs. 6.10a and 6.10b deviate dramatically when
the last binding step has an affinity, 1/K4, equal to or
larger than the preceding steps (see upper and lower
graphs in panels B and A in Fig. 6.14).

The equation comparable to Eq. 6.10b for ordered
binding is:

fb �

Pn

i

ði=nÞ � [S]i

Pi
jK j

1�
Pn

i

ði=nÞ � [S]i

Pi
jK j

: (6:11b)

A plot of the relation in Eq. 6.11b with up to four
binding sites is shown in the lower panels of Fig. 6.15
with varying dissociation constants.

Eqs. 6.8, 6.9, 6.10b and 6.11b are summarized in Table
6.2. Compare Eqs. 6.9 and 6.11b with a recent and
similar derivation by Michel (2007).

6.7.3. Functional Experiments with Efficacies
Varying Between Conformations

In order to acknowledge potential differences in efficacy
between the liganded conformations expressed as a
fraction in column 3 of Table 6.2, it may be necessary to
multiply each term under the summation signs with an
efficacy coefficient, e.g., ei. Therefore, in Eqs. 6.10b and
6.11b the newly introduced multiplier of a running
number i may be replaced by an efficacy term ei. Such an
implementation equals Ariëns’ introduction of ‘intrinsic
activity’ (Ariëns 1954), and is more an algebraic than an
actual physical modeling that involve new multi-site
interactions.

6.8. Random and Ordered Reactions
Combined with Energized
Isomerization

6.8.1. Combination of Ordered/random Models
with Isomerization

Weiss (1997) also treats an extended random/ordered
model with a consideration of an activation step for the
receptor, that is, an isomerization step for a fully
occupied receptive unit as in the K&T scheme in
Chapter 5, but with more than one ligand bound (see
model in Fig. 6.10).

The model in Fig. 6.10 is a compulsory reaction
scheme with binding of ligands to n numbers of binding
sites coupled to an isomerization step, a conformational
change between a reactive state and an active state,
where the Hill coefficient can approach the number of
binding sites. The requirement is that the allosteric
coefficient Lns is dramatically favoring the active state,
Lns��104 �L1 to Lns�1. Lns is the equilibrium constant
between two inter-convertible conformations, a reactive,
RSn, and an active, R*Sn, state with n bound ligands.
Thus, Lns�[R*Sn]/[RSn] (Fig. 6.10).

To illustrate, the Hill coefficient may come close to
the theoretical maximal value of 4 in a tetrameric
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Figure 6.13. Fractional reaction for random and ordered
schemes with four binding sites (n�4) and full occupancy.
The three plots in each graph are generated according to Eqs.
6.8�6.9 in Table 6.2. Panel A is for the random and panel B for
the ordered reaction scheme. The responses are shown for
varying values of the four independent dissociation constants
K1, K2, K3, and K4. Values for the four dissociation constants in
plots were 30, 10, 3, and 1 (���), 1000, 100, 10, 1 (_____), and
100000, 1000, 10, and 0.1 (� �� �). Using Hill’s equation theory
for non-linear fitting to each single plot for parameters Rmax

(%), nH, and appKs (arbit) yields: 98.990.1, 1.9990.01,
9.4990.04; 99.990.1, 3.3390.01, 34.790.04; and 10090,
3.9890.00, 100.290.0 for the random, and 99.490.0, 3.109
0.02, 6.2990.01; 99.890.01, 3.8290.00, 32.390.01; and
10090, 3.9990.00, 100.190.0 for the ordered scheme.
‘‘arbit’’�normalized concentration.
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binding site system for an ordered system equated in
Eq. 6.11 and for a random reaction scheme, as equated
in Eq. 6.10, with the added final activation, even without
a genuine co-operativity (i.e., with K1�K2� � � � �K4),
in case the isomerization constant, Lns, is in favor of an
activated state, RSn/X00R*Sn. Another possibility is a
deactivation by a high rate for the return step in the
reaction scheme in Fig. 6.10, R*Sn�1XRSn�1. This will
function as a fast final step for activation and asymptot-
ing the value of the Hill coefficient towards the number
of binding sites.

When the cyclic reaction, depicted in the reaction
scheme in Fig. 6.16, is driven by input of ATP-energy
more complex behaviors can arise, the dose-response
curve can for example take on biphasic shapes (Weiss
1997).

In the next two Sub-chapters I exemplify random and
ordered reaction schemes combined with isomerization
and energized by GTPase or ATPase activity leading to
irreversible one-way ping-pong mechanisms.

6.9. GTP-driven G Proteins and One-way
Ping-pong

Most G proteins are found in two superfamilies, the
heterotrimeric G protein superfamily and the mono-
meric G protein or small GTPase superfamily (Fig. 6.1).

6.9.1. Heterotrimeric G Proteins

The superfamily of heterotrimeric G proteins consists of
Ga?s in five families or subtypes consisting of Gt, Gs, Go/i,
Gq/11 and G12 (Kristiansen 2004). When bound to
various beta-gamma subunits, Gbg, they are in an inactive
state in the form of a loosely associated heterotrimeric
alfa-beta-gamma G protein with bound GDP. GPCRs are
allosteric modulators of G protein activity, and the
association of Ga with Gbg stabilizes the Ga�GPCR
interface (Fig. 6.1A).

The one-way ping-pong mechanism for heterotrimeric
G protein is as follows. The inactive state of the G
proteins is activated by stimulating GPCRs, which, in
turn, may be activated by extracellular first messengers
such as neurotransmitters, hormones, paracrine and
autocrine signaling molecules as well as odorants, light,
and mechanical stimuli. During activation, there is an
exchange of GDP for GTP at the Ga?s.

The activation also triggers a dissociation of Ga?s from
the beta-gamma subunits and, through the activated Ga-
GTP and the released Gbg, initiates an effector activation
such as increased enzyme catalysis or ion flow through
transporters as pumps and channels with an appearance
or production of second messengers, like Ca2� and

cyclicAMP. This includes changes in the electrical
potential of the cell membrane. The activated Ga-GTP
moiety is inactivated by catalysis of GTP to GDP by an
intrinsic GTPase activity of the Ga subunit. This catalysis
delivers the energy for an irreversible one-way reaction
(Kristiansen 2004; Oldham & Hamm 2006, 2008).

6.9.2. Small GTPases

The monomeric G protein superfamily, or Ras super-
family, consists of five families of small GTPase: Ras,
Rho/Rac, Arf, Rab, and the Ran families, and within
each there are several subfamilies (Mitin et al. 2005;
D’Souza-Schorey & Chavrier 2006; ten Klooster &
Hordijk 2007; Bustelo et al. 2007). Many of the small
GTPases are involved in cell cycle, development, pro-
liferation, movement, and apoptosis (Fig. 6.1B).

6.9.3. GDP-GTP Exchange

The exchange of GDP-GTP both at Gas in the hetero-
trimeric as well as at all the G proteins of the monomeric
superfamily, where GDP jumps off before GTP docks
(Fig. 6.1A�B), may therefore be described as a double
displacement process � ping-pong (Heck & Hofmann
2001). The exchange is regulated by cytoplasmic pro-
teins such as the guanine nucleotide exchange factor
(GEF). The rate of turn-off of activated G proteins,
which is the energy producing process of the intrinsic
GTPase activity of G proteins, is also regulated by other
types of cytoplasmic proteins for example the GTPase
activating protein (GAP), the family or superfamily of
regulators of G protein signaling (RGS) (Nunn et al.
2006), or the receptor activity modifying proteins
(RAMPs) (Parameswaran & Spielman 2006).

Other regulatory proteins are the GDP dissociation
inhibitors (GDIs), which inhibit the dissociation of GDP
from the G protein. These molecules also prevent
the trafficking and association of the Rho/Rac and
Rab G proteins to the plasma membrane as well as
interaction between GEF, GAP or pertinent effector
molecules and the G proteins (DerMardirossian &
Bokoch 2005; DerMardirossian et al. 2006; Oldham &
Hamm 2006, 2008; Bustelo et al. 2007).

6.10. ATP-driven Pumps and One-way
Ping-pong

6.10.1. P-type Pumps

Following crystallization and structural resolution at a
2.6 Å scale of a calcium pump from sarcoplamatic
reticulum, SERCA (Fig. 1.17) (Toyoshima et al. 2000;
Jensen et al. 2006; Toyoshima 2007), this ATP-driven
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enzyme has become the prototype for modeling ion
transfer in P-type pumps as the sodium pump, Na,K-
ATPase (Ogawa & Toyoshima 2002; Jorgensen 2003;
Artigas & Gadsby 2003a,b; Reynes & Gadsby 2006), the
proton-potassium pump, H,K-ATPase (Fig. 6.9C) (Mun-
son et al. 2007), and others including plant H�-ATPases
(Buch-Pedersen & Palmgren 2003; Gaxiola et al. 2007).

Both the binding to and release of two calcium ions
from the Ca-ATPase pump seem to be in an ordered
fashion (Forge et al. 1995), although the two ions are
randomized during phosphorylated isomerization of the
pump (Canet et al. 1996).

A closing rear door mechanism involved in the
transfer of ions through the pumping systems is part
of the one-way ping-pong movement of ions in pump-
ATPases.

Thus, the earlier back door occlusion of ions de-
scribed by Glynn and Karlish (1990) for the Na,K-
ATPase, now has its molecular correlate (Fig. 1.17)
(Toyoshima 2007).

6.10.2. ABC-Transporters

The growing superfamily of ATP-binding cassette
(ABC) transporters also possesses a one-way movement
of a whole host of different molecules due to the input
of ATP energy (Al-Shawi & Omote 2005). Although
many details have been collected about the transfer of
drugs and molecules through the ABC transporters
(Saito et al. 2006; Higgens 2007), the molecular under-
standing of the passage is still on the drawing board.
The efflux pump in Gram negative bacteria including
an ABC transporter is further complex and exists in at

least four general types, Types I�IV (Gerlach & Hensel
2007) (Fig. 6.16).

6.10.3. Carriers

Of course, reaction schemes such as the ping-pong
transfer mechanism may also describe conditions for
other enzymes, signaling systems, and transporters
including carriers. A recent example of a bi-way ping-
pong mechanism by a carrier is the transfer of choles-
teryl esters (CEs), and triglycerides (TGs), between
VLDL- and HDL-particles via a cholesteryl ester transfer
protein (CETP), where two molecules of CE or two
molecules of TG may be shoveled through a 60 Å-tunnel
in the CETP carrier (Qiu et al. 2007).

6.10.4. Development of Models with Two-states
and Ping-pong Driven by ATP

For pumps, the first ping-pong scheme, actually with a
two-state model, was suggested by Shaw in 1954, and
referred to and presented by Glynn (1955, 2002). Glynn
did not derive any formulation for a two-state ping-pong
reaction scheme by Shaw. Two-state formulation first
appeared with the K&T model two years later (Katz &
Thesleff 1957).

A cyclic reaction scheme with the receptive unit in two
different conformations, but going in only one direc-
tion, seems to be a characteristic of some enzyme
catalyzed processes (Segel 1975, 1993) and for most of
the ATPase transporters, including pumps such as the
sodium pump, the Na,K-ATPases (Jorgensen & Pedersen
2001; Jorgensen et al. 2003), the calcium pump,

Type I secretion in Gram-negative bacterium

cytoplasmic
membrane

outer membrane

TolC protein

filter

RND-family membrane
fusion protein (MFP)

ABC (AcrB) efflux pump

ATP

Figure 6.16. Schematic type I efflux pump of Eschericia coli. ToIC refers to a protein encoded from toIC locus in the E. Coli
K-12 genome. RND = resistance-nodulatin-cell division. Detailed descriptions in Murakami et al. (2006) and Seeger et al. (2006).
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Ca-ATPases (Andersen et al. 2001; Antonisen et al. 2006;
Dode et al. 2006) as well as the mammalian and bacterial
multidrug resistance transporters (Borst & Elferink
2002; Litman et al. 2003; Al-Shawi & Omote 2005;
Dawson & Locher 2006; Murakami et al. 2006; Seeger
et al. 2006; Lobedanz et al. 2007; Higgins 2007).

For enzymes and pumps, this type of reaction scheme
evolved in the 1950s (Watanabe et al. 1953; Glynn 1955;
Blum 1955; Albers et al. 1962; Post et al. 1965) and
preceded the fully reciprocal two-state model (cTSM),
developed for enzymes by Botts and Drain (1958).

The full scheme for the Na,K-ATPase is much more
complex than presented here, as the regulation of the
enzyme activity is dependent on [Na�] at the inside to
the third power and on [K�] at the outside to the second
power as well as the inside concentration of Mg-ATP. In
addition, the membrane potential influences the energy
barriers for the transport function of the Na-pump. It
seems to require a dynamic time-dependent formulation
and thus lies outside the content and intent of this text.

6.11. Conclusions for Extended
dC&K Models

6.11.1. Early Models of Non-fully Occupied
Receptive Units

The scenario with a combination of sequential multi-
steps, including conformational changes as for reaction
schemes in Fig. 6.10, yields many possibilities. Early
examples of such combined model treated with inde-
pendent binding and without the requirement for fully
occupied receptor units for functionality are the two
historical key papers by Monod-Wyman-Changeux
(Monod et al. 1965) and Koshland-Nemthy-Filmer
(Koshland et al. 1966) (see Chapters 14 and 15).

6.11.2. Conclusions from Extensions
of the dC&K Scheme

A survey of the discussed models in the chapter is listed
in Table 6.3.

A comparison between the simple random and
ordered models with an ordinary Hill model is demon-
strated in Fig. 6.11 (see Tuc & van Oostenbruggen 1996
and Weiss 1997). The Hill coefficient never drops below
unity in the simple random and ordered reaction
schemes with full occupancy.

The two-site and three-step models in the form of the
extended dC&K or the simple random/ordered reac-
tion schemes extended with an isomerization step were
analyzed with the Hill model (Chapter 10), see Fig. 6.13.
This analysis is certainly informative. A similar exercise
was carried out by Weiss (1997).

6.11.3. Ping-pong Models and ATPases

Many enzymes, cotransporters and pumps seem to
operate according to so-called ping-pong models. There
are still debates about the realism of such models for
certain enzymes. One such recent example, the N-
acetyltransferase in E. Coli may rather be described by
a random model (Hindson & Shaw 2003) supported by
additional observations (Delgado et al. 2003).

Since the understanding of ion movement in ATPase-
driven systems has recently developed at a high rate to
an exquisitely sophisticated level, its literature should be
consulted directly (Glynn & Karlish 1990; Apell et al.
1996; Gropp et al. 1998; Andersen et al. 2001; Gonzalez-
Lebrero et al. 2002; Jorgensen et al. 2003; Antonisen et
al. 2006; Dode 2006; Picard et al. 2006; Reyes & Gadsby
2007; Munson et al. 2007; Toyoshima 2007).

6.11.4. Nota Bene

As a memento to what has happened in Chapter 6, it is
recommended to introduce new models with care.
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7CHAPTER

Cubic Reaction Schemes.
ATSM and HOTSM

Some general considerations about cubic models are
described in sub-chapter 7.1, followed by the derivation
and application of some cubic models, especially the
allosteric two-state model (ATSM) and the homotropic
two-state model (HOTSM).

7.1. Introduction to Cubic Models

7.1.1. Two Simple Cubic Models

We have now advanced to two two-state models that are
essential for our conception of mechanisms in modula-
tory regulation at the receptor level. In both models, two
ligands can interact via a receptive unit and the receptor
may exist unliganded in two isomeric forms, a reactive or
an active conformation. The two models are the
allosteric two-state model (ATSM) and the homotropic
two-state model (HOTSM) (Fig. 7.1). Two different
(heterotropic) ligands act in the ATSM, while two
identical (homotropic) ligands are active in the

HOTSM. One could argue that a better name for the
allosteric two-state model would be the ‘heterotropic
two-state model’ (HETSM), but currently I will adhere
to the name settled in the literature � the allosteric two-
state model (ATSM).

The ATSM was first analyzed by Hall (2000) varying
either the agonist or the modulator concentration
separately. Although the concentration of the hetero-
tropic ligands in ATSM may be varied simultaneously in
a fixed ratio (see later), this possibility was not explored
by Hall (2000).

The HOTSM was developed by Bindslev (2004). In
this model, the agonist and the modulator concentra-
tion by necessity vary simultaneously, since agonists and
modulators will be identical molecules.

As we shall see, when a mixture of agonist and
modulator molecules with a fixed concentration ratio
are employed for dose-responses in the functional form
of ATSM, this model behaves as a HOTSM.

Both models are explored in more detail in the two
papers mentioned above, and should be consulted for
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Figure 7.1. (A) The allosteric two-state reaction scheme (ATSM). (B) The homotropic two-state reaction scheme (HOTSM).
Arrows indicate the flow of information or path of activation. Receptor symbols and parameters are listed and explained in
Table 7.1 and Box 7.1.
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an in-depth understanding of the model characteristics
and capabilities as tools for synagic analysis. Here I shall
present some highlights and additional possibilities for
the two models.

There are three principal conditions in both the
ATSM and the HOTSM: (1) binding of one ligand, (2)
binding of two ligands simultaneously, and (3) a
conformational isomerization for activation. Reaction
schemes to describe the possible combinations of these
three conditions result in cubic networks with seven
independent system constants, as shown in Fig. 1A�B.

The ATSM is a cubic combination of the intervention
model (Chapter 2) and the cyclic two-state model
(cTSM) (Chapter 5). The HOTSM is a cubic combina-
tion of the auto-intervention model (Chapter 3) and
again the cTSM described in Chapter 5.

The ATSM and HOTSM are both parts of and thus
included in the four-pane two-state model (FP-TSM) in
Fig. 7.2. The designation of system constants in model-
pair ATSM and HOTSM in Fig. 7.1 is transferred from
the FP-TSM in Fig. 7.2 in order to maintain a consistency
of terms for the ATSM and HOTSM with those of
the mother-model, FP-TSM. Terms for the receptor
complexes and the parameters for ATSM and HOTSM
are listed in Table 7.1 and Box 7.1. Apostrophes and

Box 7.1. Receptor conformations and parameters in ATSM and HOTSM

ATSM

Acronyms are as listed here for the eight receptor conformations together with symbols for the seven
independent parameters of ATSM in Fig. 7.1A:

Receptor conformations in ATSM

R unbound reactive receptor
RS agonist-bound reactive receptor
R* unbound active receptor
R*S agonist-bound active receptor
MR modulator-bound reactive receptor
MR* modulator-bound isomerized receptor with activity
MRS agonist- and modulator-bound reactive receptor
MR*S agonist- and modulator-bound receptor with activity

RM

SRM

MR*M

SR*M

R*M

MRSMR

MR*SMR*

SRSSR

SR*SSR*
R RS

R* R*S

FP-TSM

MRM

A

RM

MRM

SRM

MR*M

MRSMR

MR*SMR*

SRSSR

SR*SSR*
R RS

R* R*S

FP-TSM

L

bL abdL

aL

b’L ab’d’L

Ass

ac’d’Ass

acdAss

c’Ass

cAss

aAssAmm cAmm

bcdAmmbAmm

Ams

c’Ams

b’c’d’Ams

b’Ams

SR*M

R*M

B

Figure 7.2. ATSM and HOTSM as parts of the four-pane two-state model (FP-TSM). (A) Without system constants. (B) With
system constants.

Table 7.1. Ligands, receptor conformations and parameters in
ATSM and HOTSM

Receptor complexes Ligands and system constants*

ATSM HOTSM ATSM Hall’s design HOTSM

S A S

M B S

R R

RS RS Ass K Ass

MR SR Amm M Ams

MRS SRS c g c’

R* R* L L L

R*S R*S a a a

MR* SR* b b b’

MR*S SR*S d d d’

*The system constants are all forward constants.
Compare Table 7.1 with Box 7.1.

The Box continues on page 167
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subscripts at certain parameter symbols secure the
difference between the two models (compare panels A
and B in Fig. 7.1 and Fig. 7.2).

The ATSM and the HOTSM are close siblings. In fact,
it may be said that the HOTSM is a special model variant
of the ATSM, since from a functional aspect, as already
indicated, for ATSM with mixes of the two different
ligands, when their ratio of concentration is kept
constant during application, the ATSM becomes a
copy of the HOTSM. This aspect of the ATSM/HOTSM
pair was analyzed by Bindslev (2004), and discussed
further in Section 7.8.1. However, formulation of
occupancy in the two models results in completely
different expressions (see Section 7.8.2).

7.1.2. A Promising Model for the Analysis of
Modulator Action

Hall’s ATSM is a clear choice for analyzing modulator
effects and will probably be exploited in the coming
years. ATSM is a modification of the ternary complex
model of ‘allosteric’ interaction by Ehlert (1988). In the
words of Hall (2000), the ATSM ‘provides a framework
in which each of the receptor species in the ternary
complex model can cause downstream functional effects
with different efficacies’. In a fixed concentration ratio
mode, both ATSM and HOTSM have three plateaus of
effect, and the models predict that an allosteric ligand
which affect the affinity but not the efficacy of a primary
ligand will only influence a second plateau of the

Parameters in ATSM

L isomerization constant�efficacy constant
Ass equilibrium association constant at the primary site for agonist S
Amm equilibrium association constant at the secondary site for modulator M
a intrinsic efficacy constant with an agonist already bound
b intrinsic efficacy constant with a modulator already bound
c co-operativity coefficient for binding of a second ligand when a first ligand is already bound
d co-operativity coefficient for binding of a second ligand when a first ligand is already bound to an active

receptor or an intrinsic efficacy constant when two ligands are bound
HOTSM

Acronyms are as listed here for the eight receptor conformations together with symbols for the seven
independent parameters of HOTSM in Fig. 7.1B:

Receptor conformations in HOTSM

R unbound reactive receptor
RS substrate-bound reactive receptor
R* unbound active receptor
R*S substrate-bound active receptor
SR modulator-bound reactive receptor without activity
SR* modulator-bound isomerized receptor with or without activity
SRS substrate- and modulator-bound reactive receptor
SR*S substrate- and modulator-bound receptor with or without activity

Parameters in HOTSM

L isomerization constant�efficacy constant
Ass equilibrium association constant at the primary site for substrate S
Ams equilibrium association constant at the secondary site for substrate S
a intrinsic efficacy constant with a substrate already bound at ‘O’
b’ intrinsic efficacy constant with a substrate already bound at ‘M’
c’ co-operativity coefficient for binding of a second ligand when a first ligand is already bound
d’ co-operativity coefficient for binding of a second ligand when a first ligand is already bound to either site

of an active receptor or an intrinsic efficacy constant when two ligands are bound

‘O’ stands for the orthosteric or primary binding site, and ‘M’ designates the modulatory or secondary binding
site.
All parameters are forward constants for both ATSM and HOTSM.

Chapter 7: Cubic Reaction Schemes. ATSM and HOTSM 167



model’s dose-response curves, and neither its third
plateau at high ligand concentrations nor its initial first
plateau before ligand application (see later in Fig. 7.27).
It is only modulator ligands with an efficacy constants L
different from unity that can affect the third level of
function induced by a primary ligand.

Thus far, only sporadic implementation of the ATSM
has been reported (see, e.g., May et al. 2004; Jensen &
Spalding 2004; Franco et al. 2006; Langmead & Christo-
poulos 2006; Ehlert & Griffin 2008; and partially by
Hoare et al. 2008). However, with the accelerated
development of allosteric drugs and their clinical appli-
cation (Table 7.2) (Gao & Jacobson 2006, sub-chapter
7.12), the relevance of ATSM as an analytical tool justifies
a more extended examination of this model. Therefore,
in Chapter 7, I will scrutinize the ATSM and its sibling the
HOTSM for some general principles and some details.

7.1.3. Other Cubic Models and Other Models

Other reaction schemes have been presented which also
result in cubic models when based on the three
principal conditions mentioned above. For instance,
for G protein coupled receptors (GPCRs), a cubic
ternary-complex model (CTCM), was scrutinized by
Weiss and co-workers (Weiss et al. 1996a,b,c). On its
development see Fig. 7.3. In the CTCM it is merely the
activated receptor complexes when coupled to G
protein (GR*) that are considered functional in the
transduction pathway (arrows in Fig. 7.4A). Neverthe-
less, even in the absence of agonists but with function-
ality linked to G proteins coupled to the receptor, the
CTCM includes the possibilities for simulation of both
spontaneous activity and inverse agonism, as inherent in
ATSM and HOTSM.

Table 7.2. Examples of receptors for which there is development of allosteric drugs for better therapy (see also Raddatz et al.
2007)

Receptor superfamily Family/member Reference

GPCR family A

7TM rhodopsin Muscarinic Avalani et al. (2007);

May et al. (2007);

Davila et al. (2008);

Holzgrabe et al. (2006);

Huang & Ellis (2007)

Autacoids Adenosine Gao & Jacobson (2006);

Baraldi et al. (2007)

Endocannabinoid Ross (2007)

Tachykinin Maillet et al. (2007)

Hormones Ghrelin Holst et al. (2005)

GPCR family B

7TM secretin GLP-1R* Knudsen et al. (2007)$; Teng et al. (2007)$

GPCR family C

7TM mGlu-likeR Metabotropic

GluReceptors

Bennyworth et al. (2007);

Hempstapt et al. (2007);

Lecourtier et al. (2007);

Chen et al. (2007)

GABA-B-R/CaR Ong et al. (2005);

Bruner-Osborne et al. (2007)

Transporters Family

Channels GABA-A-R Hogenkamp et al. (2007);

Michelsen et al. (2007)

Ligand-gated ion channels nAChR Grønlien et al. (2007);

Timmermann et al. (2007);

Yoshimura et al. (2007)

AMPA-R Francotte et al. (2007);

Ryder et al. (2006)

GlycineR Dupre et al. (2007)

The table does not include allosteric compounds for enzymes or growth factor receptors.
*See also Baggio & Drucker (2007), especially pp. 2146�2149.
$Small peptide ago-allosteric modulator for a GPCR family B member.
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Figure 7.3. Historic development of the cubic ternary-complex model (CTCM). The ternary complex model (TCM) (de Lean
et al. 1980), and the extended ternary-complex model (ETCM) (Samama et al. 1993) appear on the road towards the CTCM.
Taken from Weiss et al. (1996, p. 160, Fig. 12) with permission.
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To date, the CTCM has been implemented by few
research groups (e.g., Bruheim et al. 2003; Monczor
et al. 2003; Fitzsimmons et al. 2004; O’Brien et al. 2004;
Pineyro et al. 2005).

Adding another ligand to the CTCM scheme, that is,
operating with three different ligands, but baring
simultaneity in binding, i.e., excluding tri-ligand bind-
ing, was also considered by Weiss and co-workers (1996a)
and visualized in their Fig. 5. Other variations without
explicit conformational isomerization have been sug-
gested on the theme of cubic complex modeling, but
with three ligands interacting by simultaneous binding
(Marvizon & Baudry 1993; Kukkonen et al. 2001).

A model more complete than the CTCM for GPCRs
was suggested by Christopoulos et al. (1998), and again
by Christopoulos & Kenakin (2002), as before, request-
ing G protein coupling for activity and including
spontaneous activity, inverse agonism, but now with tri-
ligand binding, the same as simultaneous binding of
three different ligands including (1) an agonist, (2) the
G protein, and (3) a modulator molecule. It is a so-
called cubic quaternary-complex model (CQCM)
(Fig. 7.5A), with four principal conditions and still, as
mentioned, implicating both inverse agonism and
spontaneous activity in the presence of bound G
protein. The CQCM may alternatively be represented
as a cube-in-a-cube (Fig 7.5B). The cube-in-a-cube was
discussed in a different setting as a ‘hyper-cube’ model
with four ligands, that is, replacing the possibility of
conformational isomerization by one extra ligand bind-
ing, leading to a pentanary-complex model (van Rijn &
Willems-van Bree 2004).

The CTCM and its offspring, the CQCM, are further
characterized in sub-chapter 7.11.

7.1.4. Contents of Chapter 7

As usual, both the ATSM and the HOTSM are analyzed
for their characteristics related to binding studies (sub-
chapters 7.2 and 7.5), as well as functional experimenta-
tion (sub-chapters 7.3 and 7.6). Further aspects on
HOTSM are in sub-chapter 7.7. Overlap between
ATSM and HOTSM is considered and visualized in
sub-chapter 7.8.

A combination and extension of ATSM and HOTSM
into the FP-TSM (Fig. 7.2), and this model’s possibilities
for simulating synagics are considered in sub-chapter 7.9.
A subject related to the FP-TSM, the so-called OFCOR
principle, is looked into in sub-chapter 7.10. Differences
and similarities between ATSM/HOTSM and other

R

GR GRS

RS

R*

GR*

R*S

GR*S

As

AG L
a·L

c·AG

c·As

a·As

g·AG

g·L

c·g·d·AG

a·c·d

a·g·d·L

CTCM

A MR*S

R* R*S

MR*

R* R*S

GR*
ATSM

ETCM

B

GR*S

RSR

R RS

MRSMR

Figure 7.4. The cubic ternary-complex model (CTCM). (A) Arrows indicate the flow of information or path of activation. The
symbol R stands for G protein coupled receptor (GPCR), G for G protein, and parameter g replaces parameter b of the ATSM.
(B) The lower panel shows the extended ternary complex model (ETCM), which is part of the CTCM in (A). The allosteric two
state model is included to demonstrate that ECTM can be derived from ATSM as well.

Figure 7.5. The cubic quaternary-complex model (CQCM).
(A) From Christopoulos et al. (1998, Fig. 1B) with permission.
(B) In a double cubic version, cube-in-a-cube (courtesy of
CHETAN

†

2003). Both versions of the model assume the
possibility of three ligands bound simultaneously, excluding
co-lateral binding, and a conformational switch between a
reactive and an active state. The model has 16 receptor
conformations and 15 independent parameters.
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cubic models are debated in sub-chapter 7.11. Finally,
sub-chapter 7.12 exposes how a 10-year old market for
allosteric drugs in therapy is longing for the implemen-
tation of a two-state model à la Hall’s ATSM. For an
overview, together with other models, some cubic models
are listed in Table 7.3.

7.2. Aspects for Binding with the ATSM

7.2.1. Basics of the Model

The ATSM by Hall (2000) is shown in Fig. 7.1A. Receptor
conformations and parameters for the ATSM are given in

Table 7.3. Some examples of one-, two- (dimer), or multi-sited models in one-, two-, or three states involving one-, two-, or more
ligands � and some in cubic representations. See also for example Casadó et al. (2007).

# of sites, states, ligands References Comments

One-state model Two-sites

OTCM � one ligand

Haldane (1930); Laidler & Hoare (1949)

See chapter 3

Auto-intervention (termed

‘‘desensitization’’ by some)

One-state TCM

Two-sites or three sites

c"1

de Lean et al. (1980, Fig 6); Waelbroeck

(1994); Proska & Tucek (1995);

Ehlert (1988, 2001, 2005); Costa et al.

(1992)

Non-competitive,

Intervention

Two or three ligands

One-state three-sited Ehlert & Rathbun (1990);

Lanzafame et al. (2006);

Onaran et al. (1993)

Three ligands

with ligand complexation

One-state 3-bladed propeller Christopoulos et al. (1999, 2000) Four ligands

Cubic quaternary model QCM Kukkonen et al. (2001);

Kukkonen (2004a); Ehlert (2008)

Three different ligands

One-state site interaction Tucek et al. (2001, 2002) Adair-type product

One-state Multi-ligand Giraldo et al. (2006) A ligand in 3 conformations

Two-states One-sited

Cyclic-TSM � one ligand

plus G protein-coupling

Katz & Thesleff (1957);

Botts & Drain (1958);

Haber & Koshland (1967); Leff (1995);

Buck et al. (2004, auto-inhibition);

Scheer et al. (1996)

Spontaneous activity and

possible inverse agonism

Two-state Non-cyclic-TSM

one ligand multi-sited

Monod et al. (1965) Co-operativity

possible inverse agonism

HOTSM two-states one ligand Bindslev (2004) Four active conformations

Dimer interaction model Durroux (2005) Interaction between subunits

Two-state Two-site ETCM

Dimer models

Samama et al. (1993); Chang & Weiss

(1999); Franco et al. (2005, 2007a, b);

Ehlert (2008)

Modulation, auto-modulation,

One or two ligands

Two-state Three-site

double-cubic

Rusch & Forman (2005); Scampo-Soria

et al. (2006)

Two ligand types, three ligands

Three-state model III-SM �
Four-state model IV-SM

Leff et al. (1997); Scaramellini & Leff

(1999, 2002); Mak et al. 2003;

Ehlert & Griffin (2008)

One or two ligands

Two or three parallel TSM Giraldo (2004); Giraldo et al. (2007);

Rovira et al. (2008).

One or two ligands

Two parallel CTCMs de Hain (1976) Receptor/ ligand in two-states

The allosteric two-state model

(ATSM)

Himoe et al. (1967); Frieden (1970);

Hall (2000)

Two ligands

Four active conformations

CTCM (G protein) Weiss et al. (1996a, b, c); Fong (1996) Two active conformations

ATSM plus ETCM-dimer Franco et al. (2006), Casadó et al. (2007)

ETCM-dimer, site-interaction Durroux (2005) ‘‘FP-TSM’’ � ‘‘HOTSM’’ *

Composite TSM Wreggett & Wells Four ligands

Composite TSM

Multi-sited three-state

Burzamato et al. (2004), Colquhoun et al.

(2006), Plested et al. (2007) Solt et al. (2007)

One ligand

Cubic quaternary-complex

model (CQCM)

Christopoulos et al. (1998, Fig. 1b)

Christopoulos & Kenakin (2002)

Fig 7.5A and B

Four parameter logistic Eq. Hay et al. (2005), Langmead et al. (2006) Non-mechanistic approach

FP-OSM shown in Fig. 2.4 Wells (1992), Winding & Bindslev

(1993), Rusch et al. (2004)

Half-FP-TSM (Downing et al. 2005)

FP-TSM shown in Figs. 5.9, 7.2 and 15.2 FP-TSM not yet developed!

*cross-talk between binding sites.
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Figure 7.6. Examples of parameter changes in ATSM for binding with the agonist [S] as independent variable. (A) In panels A�F,
parameters b, c, d, L, Ass, and Amm, as indicated, vary in five steps between 10�2 (**) and 102 (����), except for L between 10�6 and
102. The other parameters are kept constant at unity except for a�100 and L�1/100. Varying parameter Am in panel F is the
same as changing the modulator concentration [M]. As can be observed, changing [M] with the above fixed parameter values has no
effect on the concentration�occupancy curve. Inserts in panel F, b�1 and c�1. Am or [M] is varied as before, but now with b�100
and a�1000 in the left insert. Compare with Fig. 3b in Hall (2000). In the right insert c�30 with a�1. Compare with Hall’s Fig. 4b
(2000).
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Table 7.1 and Box 7.1. A distribution equation for the
binding aspect of ATSM with ao as actual occupancy is:

Compare Eq. 7.1 with the corrected Hall Eq. 3 (Hall
2000, Erratum in: Mol Pharmacol 59: 161, 2001). In Hall’s
analysis it is the concentration of either an agonist or a
modulator that is varied as the independent variable.

7.2.2. Variation in Single Parameters

Variations in single model parameters for the binding
aspect of ATSM are shown in Fig. 7.6 for five different

values of each parameter while increasing the agonist
concentration.

7.2.3. Conclusion on Aspects of Binding as
Simulated with the ATSM

The ATSM can model the effects of a modulator molecule
on reduced as well as enhanced binding of an orthosteric
ligand by changes in apparent affinity. The ATSM is well
suited for a simulation of a modulator molecule that can
either increase or decrease (a) binding of a radio-ligand,
and it can also imitate (b) positive or negative effect on
binding affinity of a neutral ant-agonist, and (c) positive
or negative effects on binding affinity of an inverse
agonist. All these effects can be observed in laboratory
experiments with agonist, ant-agonist, and inverse agonist
both as radio-ligands and non-labeled compounds. For
binding, compare Fig. 7.7A with Hall’s Fig. 3a, Fig. 7.7C
with Hall’s Fig. 4a, and Fig. 7.8A with Hall’s Fig. 5a.
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Figure 7.7. Variation of parameters b and c in ATSM for binding with the modulator [M] as independent variable. (A) System
constant b is varied in five steps between 10�2 (**) and 102 (����) and the other parameters were a�1000, c�1, d�1, L�
0.01, Ass�1, and Amm�1 with S fixed at �0.1. Compare with Hall’s Fig. 3a (2000). (B) A 3-D presentations of ATSM with the
same parameter values as in panel A for b varying in 3 steps: 10�2, 100, and 102. The 3-D presentations are cut off at S ([Agonist
at ‘O’]) above 0.1. (C) System constant c is varied in five steps between 10�2 (**) and 102 (����) and the other parameters
were, a�1, b�1, d�1, L�0.01, Ass�1, and Amm�1 with [S] fixed at �1. As indicated by Hall (2000), a�1 may be taken as a
neutral ant-agonist and c is independent of a. Compare with Hall’s (2000) Fig. 4a. (D) A 3-D presentation of ATSM with the same
parameter values as in panel C for c varying in 3 steps: 10�2, 100, and 102. The 3-D presentation is cut off at S ([agonist at ‘O’])
above 1.

ao

TR
�

Ass � S � c � Ass � S � Amm � M � L � (a � Ass � S

� a � b � c � d � Ass � S � Amm � M)

1 � Ass � S � Amm � M � c � Ass � S � Amm � M

� L � (1 � a � Ass � S � b � Amm � M

� a � b � c � d � Ass � S � Amm � M)

: (7:1)
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7.3. Aspects for Function with the ATSM

7.3.1. Distribution Equation

The conservation principle for function in the ATSM
(Fig. 7.1A) may be formulated in a distribution equation
given here as:

Symbols used are listed in Box 7.1 and Table 7.1.
Compare Eq. 7.2 with Hall’s equivalent expression
(Hall 2000, Eq. 10). As for binding, in Hall’s analysis
it is the concentration of either an agonist or a modula-
tor that is varied as independent variable, not concomi-
tantly.

7.3.2. Variation in Single Parameters

Examples of variation in single model parameters for
the functional ATSM (listed in Box 7.1) are shown in
Fig. 7.9 for increasing concentrations of the agonist. See
also the legend to Fig. 7.9 for further details.

7.3.3. Conclusion on Functional Aspects as
Simulated with the ATSM

Observing the effects of parameter variation in the ATSM
demonstrates how ATSM can simultaneously explain
both positive and negative heterotropic modulation of
function; by variation in b, c and d. For function, compare
Fig. 7.10A�C with Hall’s Fig. 6a,b, Fig. 7.11A�C with
Hall’s Fig. 7a,b, and Fig. 7.12A�C with Hall’s Fig. 8a,c. In
Fig. 7.13, there are plots of the functional ATSM for
parameter L below and above 1/10 with modulator
concentration [M] varying in five steps. Notice the
spontaneous activity in plots of Fig. 7.13C�D for L at 0.2.
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Figure 7.8. Variation of parameter d in ATSM for binding with the modulator as independent variable. (A) System constant d is
varied in five steps between 10�2 (**) and 102 (����) and the other parameters were a�10,000, b�1, c�1, L�0.01, Ass�1,
and Amm�1 with [S] fixed at �0.01. Compare with Hall’s (2000) Fig. 5a. (B) A 3-D presentation of ATSM with the same
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7.4. Further Aspects for the ATSM

Hall (2000) has analyzed the behavior of the ATSM for
binding and function when either the agonist concen-
tration or the modulator concentration varies as the
independent variable. Some aspects on his analyses are
presented and debated below.

7.4.1. Co-agonism

Co-agonism is seen for ligand-gated receptor channels
(LGC) where a simultaneous presence of two different
ligands is necessary to open the channel (Johnson &
Ascher 1987; Dingledine et al. 1990; Marvizon & Baudry
1993; Corsi et al. 1996, Hall 2000). Other systems have
been suggested with co-agonism, for instance, GABA-A
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Figure 7.9. Examples of parameter changes in ATSM for function with the agonist [S] as independent variable. (A) In panels A�F,
parameters b, c, d, L, Ass, and Amm, as indicated, vary in five steps between 10�4 (**) and 104 (����), for L between 10�6 and 102.
The other parameters are kept constant at unity except for a�100 and L�1/100. Varying parameter Am in panel F is the same as
changing the modulator concentration [M]. As can be observed, changing [M] with the above fixed parameter values has no effect
on the dose-response curve. Changing [M] with either b, c, d, or L different from unity is demonstrated in Figs. 7.10�13.
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Figure 7.10. Variation of modulator concentration [M] in ATSM for function with the primary ligand S as independent variable. In
A and B: b�1, in C and D: bB1. System constants were as follows: a�30, b�100 or 0.1, c�1, d�100, L�0.01, Ass�1, and
Amm�1. [M] was varied in five steps between 10�4 (**) and 104 (����) in panels A and C by a factor 102 and in the 3-D plots
arrows indicate [M] at 10�4 and 104. The arrows in the 3-D concentration plane illustrate the [M] used for the two extreme plots in
panels A and C, thus, the cut off in topography in 3-D by a plane raised at the arrows will produce the indicated plots in 2-D.
Compare panels A and C with Hall’s (2000) Fig. 6a,b.
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channel receptors (Chang & Weiss 1999; Rusch et al.
2004; Rusch & Forman 2005).1

7.4.2. Discrepancy of Modulator Effects on
Binding and Activity

In the ATSM with the right selection of parameters, as
shown by Hall (2000), the occupancy with primary ligand
S in a double-sited receptive unit can be almost inde-
pendent of the concentration of an allosteric ligand,
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Figure 7.11. Variation of modulator concentration [M] in ATSM for function with the primary ligand S as independent variable. In
A and B: c�1, in C and D: cB1. System constants were as follows: a�300, b�10, c�100 or 0.01, d�1, L�0.01, Ass�1, and
Amm�1. [M] was varied in five steps between 10�4 (**) and 104 (����) in panels A and C by a factor 102 and in the 3-D plots
arrows indicate [M] at 10�4 and 104. The arrows in the 3-D concentration plane illustrate the [M] used for the two extreme plots in
panels A and C, thus, the cut off in topography in 3-D by a plane raised at the arrows will produce the indicated plots in 2-D.
Compare panels A and C with Hall’s (2000) Fig. 7a,b.

1 Co-agonism is not always defined as a strict simultaneous presence of
both a neutral modulator molecule and an agonist required for
activation of an effector according to Johnson & Ascher (1987); see,
e.g., Finch et al. (1991) and the GABA-A literature mentioned above.
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ranging over several orders of magnitude. Thus, the
activity of the receptive unit may vary with changing
concentrations of the allosteric ligand M, [M] (Fig. 7.13A
and Hall’s Fig. 10a) with parameters a�10,000, b�1,
c�8.5, d�0.03 and L�0.001, while the binding of S is
almost constant for certain parameter values over an
extended span of concentrations for [M] (Fig. 7.14A and
Hall’s Fig. 10b). This is an illustration of the situation for

allosteric compound CPCCOEt at the human mGluR1b
receptor, where there is no detectable change in
glutamate binding for changing concentrations of
CPCCOEt, while the activity changes with the change
in [CPCCOEt] (Litschig et al. 1999; Hall 2000).

However, for this to occur with the ATSM, demands
are high on selected parameters for the ATSM. Para-
meter L must be 51/1000, a must be ]10,000, and
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Figure 7.12. Variation of modulator concentration [M] in ATSM for function with the primary ligand S as independent variable. In
A and B: d�1, in C and D: dB1. System constants were as follows: a�300, b�3, c�1, d�100 or 0.01, L�0.033, Ass�1, and
Amm�1. [M] was varied in five steps between 10�4 (**) and 104 (����) in panels A and C by a factor 102 and in the 3-D plots
arrows indicate [M] at 10�4 and 104. The arrows in the 3-D concentration plane illustrate the [M] used for the two extreme plots in
panels A and C, thus, the cut off in topography in 3-D by a plane raised at the arrows will produce the indicated plots in 2-D.
Compare panels A and C with Hall’s (2000) Fig. 8a,b.
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Figure 7.13. Variation of modulator concentration [M] in ATSM for function with the primary ligand S as independent variable. In
A and B system constants were as follows, L�0.01, a�1000, b�1, c�8.5, d�0.03, Ass�1, and Amm�1. In C and D, L�1/3
and the other system constants were as follows: a�50, b�0.5, c�1, d�0.01, Ass�1, and Amm�1. [M] was varied in five steps
between 10�4 (**) and 104 (� ���) in panels A and C by a factor 102 and in the 3-D plots arrows indicate [M] at 10�4 and 104. The
arrows in the 3-D concentration plane illustrate the [M] used for the two extreme plots in panels A and C, thus, the cut off
in topography in 3-D by a plane raised at the arrows will produce the indicated plots in 2-D. Compare panel A with Hall’s (2000)
Fig. 10a.
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concomitantly only narrow value ranges for d and c will
qualify. The span for the right selection of parameter
values is minute, as already indicated in Fig. 7.14B.
Additionally, observe for instance the effects of minute
variations of parameter d in Fig. 7.14C. The ATSM
parameter values have to be within extremely narrow
ranges to follow the action of CPCCOEt, therefore the
above explanation for the behavior of CPCCOEt does
not appear the most likely one, although it is a
possibility.

7.5. Aspects for Binding with the HOTSM

7.5.1. A Distribution Equation for Occupancy in
HOTSM

The HOTSM is shown in Fig. 7.1B, and its parameters
and receptor conformations are listed in Table 7.1 and
Box 7.1. A distribution equation for receptor occupancy

in HOTSM based on the conservation principle must
include factorization of receptor conformations where
two identical ligands are bound at the same time.

We may list two slightly different occupancy models
for the homotropic two-state reaction scheme. One in
which we double the value of conformations in the
reaction scheme with due respect to the fact that in
conformations with two ligands bound, SRS and SR*S,
they count twice. This first model merely includes the
possible conformations. Therefore, the binding version
of HOTSM is formulated with ao as actual occupancy:

The second formulation of binding in HOTSM
further takes into account that all conformations have
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Figure 7.14. The fractional binding in ATSM as a function of modulator concentration [M]. (A) Parameter values are a�10,000,
b�1, c�8.5, d�0.03, L�0.001, Ass�1, and Amm�1 with S varying between 10�5 and 103. Thus, for certain values of
parameters, the occupancy appears independent of modulator concentration over a large range of agonist concentrations.
Compare with Hall’s Fig. 10b. Conversely, as demonstrated in Fig. 7.13A, the activity changes with variation in [M] as a function
of [S]. See Hall’s Fig. 10a. This discrepancy between occupancy and function of the ATSM explains observed effects with
modulator CPCCOEt (Litschig et al. 1999). (B) However, observe that with [S] for instance fixed at �0.1, the concentration-
occupancy relation in panel A is not absolutely straight as demonstrated by expanding the ordinate just above 50% in panel B.
(C) To keep the concentration-occupancy constant for variations in [M] is a delicate balance of parameter selection as in panel A.
It is a balance which easily breaks down with minor changes, here for instance in parameter d, with [S] still at 0.1 and the other
parameters as in panel A. The ATSM is a ‘cliff-hanger’ model for effects of modulators as CPCCOEt.
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a double possibility of binding ligands, therefore bind-
ing is related to a double set of conformations by simply
doubling all conformations in the denominator of the
distribution equation equal to all possible binding
situations (see, e.g., Cornish-Bowden 2004, Eq. 11.30
or Cornish-Bowden 1995, Eq. 9.27).2 This distribution
equation is thus given by:

Note that in Eqs. 7.3 and 7.4, some system constants
now appear with an apostrophe in order to differentiate
them from similar parameters in the ATSM. Further,
here for HOTSM, the association constant Ams replaces
Amm of the ATSM.
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Figure 7.15. Variation of parameter b’ in HOTSM for binding with the agonist/modulator as independent variable. A and B are
based on the conformation model for HOTSM, C and D on the probability model for binding (e.g., Cornish-Bowden 2004, Eq.
11.30). Parameter b’ was varied in five steps between 10�2 (**) and 106 (����) in panels A and C, while the other system
constants were as follows: a�1, c’�1, d’�1, L�0.1, Ass�1, and Ams�1. Compare with Bindslev’s Fig. 10 (2004). In panel B
and D the two surface plots are for b’�10�2 and 106. The arrows in the 3-D concentration plane illustrate the agonist/modulator
concentration used for the two extreme plots in panels A and C, thus, the cut off in topography in 3-D by a plane raised at the
arrows will produce the indicated plots in 2-D.

2 This is in line with the MWC model discussed in Chapter 15. A
difference is the allowed variation in association constants on binding
for the HOTSM, which is banned for dissociation constants in the MWC.
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A general form of Eq. 7.4 is given by Cornish-Bowden
(2004, Eq. 11.32, 1995, Eq. 9.29) and a variant form is
derived by Kurganow (1982, Eq. 3.41). Compare this with
the equations for the random reaction scheme for
binding in Chapter 6 � Eq. 6.4 for two ligands and
Eq. 6.8 for n ligands.

7.5.2. Effects of Variation in Single Parameters of
Binding-HOTSM

A preliminary analysis of varying single parameters in the
occupancy version of the HOTSM has been carried out
(Bindslev 2004). Meanwhile in binding, this analysis did
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Figure 7.16. Variation of parameter c’ in HOTSM for binding with the agonist/modulator as independent variable. A and B are
based on the conformation model for HOTSM, C and D on the probability model for binding (e.g., Cornish-Bowden 2004, Eq.
11.30). Parameter c’ was varied in five steps between 10�4 (**) and 104 (����) in panels A and C, while the other system
constants were as follows: a�1, b’�1, d’�1, L�0.1, Ass�1, and Ams�1. Compare with Bindslev’s Fig. 10 (2004). In panel B
and D, the two surface plots are for c’�10�4 and 104. The arrows in the 3-D concentration plane illustrate the agonist/modulator
concentration used for the two extreme plots in panels A and C, thus, the cut off in topography in 3-D by a plane raised at the
arrows will produce the indicated plots in 2-D.
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not take into account that some of the receptor con-
formations have to count twice when two agonist mole-
cules are bound simultaneously, and as a further
possibility that all bound conformations should be related
relative to all possible conformation multiplied by a factor
2, as in Eq. 7.4 (see the arguments for Eq. 7.4 above).

An analysis of these aspects of the HOTSM in binding
is presented here. A demonstration of the effects of
varying single parameters in occupancy-HOTSM by
the two principles in Eqs. 7.3 and 7.4 are shown for

parameters b’, c’, d’, L, Ass, and Ams in Figs. 7.15�7.20
and detailed comments may be found in the figure
legends.

With the extension in Eq. 7.4 compared to Eq. 7.3, the
theory predicts a plateau level at 50% occupancy for
certain parameter values, shown for b’ in Fig. 7.15, for c’
in Fig. 7.16, for Ass in Fig. 7.19, and for Ams in Fig. 7.20.
However, in spite of the modification of Eq. 7.3 to Eq.
7.4, the introduced ‘flexibility’ of a plateau at 50% is not
worth much in binding displacement experiments,
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Figure 7.17. Variation of parameter d’ in HOTSM for binding with the agonist/modulator as independent variable. A and B are
based on the conformation model for HOTSM, C and D on the probability model for binding (e.g., Cornish-Bowden 2004, Eq.
11.30). Parameter d’ was varied in five steps between 10�4 (**) and 104 (����) in panels A and C, while the other system
constants were as follows: a�1, b’�1, c’�1, L�0.1, Ass�1, and Ams�1. Compare with Bindslev’s Fig. 10 (2004). In panel B
and D, the two surface plots are for d’�10�4 and 104. The arrows in the 3-D concentration plane illustrate the agonist/modulator
concentration used for the two extreme plots in panels A and C, thus, the cut off in topography in 3-D by a plane raised at the
arrows will produce the indicated plots in 2-D.
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which do not seem restrained to a plateau phase at
exactly 50% occupancy; though, it may reasonably be
argued to include this correction for the distribution
equation of the binding-HOTSM.

7.5.3. Conclusion on Aspects of Binding as
Simulated with the HOTSM

Positive co-operativity in occupancy can be simulated
with HOTSM. A variant form of the HOTSM can
describe terraced concentration binding curves, but

merely terraced for binding around 50% occupancy.
Also, compare these 50% plateaus with similar pub-
lished plateaus for the square geometry in the KNF
model by Koshland et al. (1966).

How is binding in HOTSM different from binding in
ATSM? Binding in the HOTSM includes double occu-
pancy with co-lateral binding, whereas in the ATSM co-
lateral binding is excluded (compare plots in Figs. 7.15�
7.20 with plots in Fig. 7.6).

The positive co-operativity of the HOTSM is insufficient
for positive co-operativity in, for instance, hemoglobin
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Figure 7.18. Variation of parameter L in HOTSM for binding with the agonist/modulator as independent variable. A and B are
based on the conformation model for HOTSM, C and D on the probability model for binding (e.g., Cornish-Bowden 2004, Eq.
11.30). Parameter L was varied in five steps between 10�4 (**) and 104 (����) in panels A and C, while the other system
constants were as follows: a�1, b’�1, c’�1, d’�1, Ass�1, and Ams�1. Compare with Bindslev’s Fig. 10 (2004). In panel B
and D, two overlaid surface plots are for L�10�4 and 104. The arrows in the 3-D concentration plane illustrate the agonist/
modulator concentration used for the two extreme plots in panels A and C, thus, the cut off in topography in 3-D by a plane raised
at the arrows will produce the indicated plots in 2-D.
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that operates with four binding sites. Here, the HOTSM
needs to be developed further.

7.6. Aspects for Function with the HOTSM

7.6.1. Simulation with HOTSM

The functional form of the homotropic two-state reaction
model has several and surprising possible simulations
available (Bindslev 2004). To illustrate, a research exam-
ple, that is discussed in more detail in sub-chapter 7.7, is
brought up here in the introduction (section 7.6.2), for
which the HOTSM seems relevant in simulation of
experimental self-inhibited and self-enhanced effects as
reverse bell-shaped dose-responses.

Intrinsic self-enhancement of oxygen binding to hemo-
globin following a deviation from the ordinarily hyper-
bolic load relation is not relevant for the functional form of
HOTSM, while self-inhibition in the form of substrate
inhibition, as described in Chapter 3, is relevant. The
former is designated as positive co-operative, while the
latter may be denoted as negative co-operative. However,
since substrate inhibition can result in bell-shaped dose-
responses (see Figs. 3.2 and 3.3), a designation such as
‘auto-ant-agonism’, ‘auto-inhibition’, or ‘negative auto-
intervention’ for the decaying leg of bell-shaped dose-
responses are more valid than ‘negative co-operativity’
because negative co-operativity is usually a reference to
merely shallow dose-responses (Chapter 15) (Bindslev
2004). A general term when assuming genuine allostery
which covers all the observed deviations from simple load
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Figure 7.19. Variation of parameter Ass in HOTSM for binding with the agonist/modulator as independent variable. A and B are
based on the conformation model for HOTSM, C and D on the probability model for binding (e.g., Cornish-Bowden 2004, Eq.
11.30). Parameter Ass was varied in five steps between 10�4 (**) and 104 (����) in panels A and C, while the other system
constants were as follows: a�1, b’�1, c’�1, d’�1, L�0.1, and Ams�1. Compare with Bindslev’s Fig. 10 (2004). In panel B
and D the two surface plots are for Ass�10�4 and 104. The arrows in the 3-D concentration plane illustrate the agonist/modulator
concentration used for the two extreme plots in panels A and C, thus, the cut off in topography in 3-D by a plane raised at the
arrows will produce the indicated plots in 2-D.
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relations, even reversed bell-shaped dose-responses, is
auto-modulation. We may operate with positive and
negative auto-modulation. HOTSM is well suited to
simulate both positive and negative functional auto-
modulation, including, as we shall see, reverse bell-
shaped and reverse terraced dose-response relationships.

7.6.2. Examples of Reverse Bell-shaped
Dose-responses

Due to significant spontaneous activity, typically in mo-
del systems of transfected cell, it is possible to observe

reverse bell-shaped dose responses (Migeon & Nathanson
1994; Michal et al. 2001; Christopoulos et al. 2001;
Accomazzo et al. 2002; Nasman et al. 2002; Hornigold
et al. 2003; Holmqvist et al. 2005). These reverse bell-
shaped dose-responses are not necessarily explained, as
usual, by a G protein signal-bifurcation between for
instance Gs and Gi complexes, since the bell-shaped
dose-response may be present even after eliminating
the function of Gi proteins by treatment with PTX of
the receptor-transfected cells (Hornigold et al. 2003).
Meanwhile, the observed reverse bell-shaped behavior
is easily modeled by the HOTSM, suggesting an intrinsic
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Figure 7.20. Variation of parameter Ams in HOTSM for binding with the agonist/modulator as independent variable. A and B are
based on the conformation model for HOTSM, C and D on the probability model for binding (e.g., Cornish-Bowden 2004, Eq.
11.30). Parameter Ams was varied in five steps between 10�4 (**) and 104 (����) in panels A and C, while the other system
constants were as follows: a�1, b’�1, c’�1, d’�1, L�0.1, and Ass�1. Compare with Bindslev’s Fig. 10 (2004). In panel B and
D, the two surface plots are for Ams�10�4 and 104. The arrows in the 3-D concentration plane illustrate the agonist/modulator
concentration used for the two extreme plots in panels A and C, thus, the cut off in topography in 3-D by a plane raised at the
arrows will produce the plots indicated in 2-D.
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receptor modulation as explanation. Thus, the HOTSM
may also be used as an analytical tool for reverse
bell-shaped dose-responses. This aspect of the HOTSM
together with its inherent reversed terraced dose-
responses is further discussed in sub-chapter 7.7. Models
are discussed in Section 7.11.3 for the reverse bell-
shaped dose-response of GPCRs where only a single type
of G protein is present.

7.6.3. The Basics of HOTSM

The HOTSM is shown in Fig. 7.1B. It is a combination of
the auto-intervention model described in Chapter 3 and
the cTSM presented in Chapter 5. The receptor
conformations and parameters for HOTSM are listed
in Table 7.1 and Box 7.1, and its distribution equation
for funcion can be formulated as:

see Bindslev (2004, Eq. 2). Again, note the parameters
with apostrophe in order to differentiate them from
similar parameters in the ATSM. The association con-
stant Ams replaces the Amm of ATSM.

7.6.4. Variation in Single Parameters

In contrast to the ATSM, both concentrations of ligands
at either binding site are varied simultaneously as they
change concomitantly. This is compulsory for the
HOTSM. I shall return to how this can be mimicked
in the ATSM in sub-chapter 7.8.

For the functional form of the HOTSM, variations in
parameters b’, c’, d’, L, Ass, and Ams are shown in
Figs. 7.21�7.26. Details of the parameter variations are
commented on in the figure legends.

7.6.5. Conclusion on Functional Aspects as
Simulated with the HOTSM

The functional HOTSM is a versatile tool for simulation
of single-ligand dose-responses rendering load-deviant
curves. Experimental curve forms that may be simulated
with HOTSM are summarized in Fig. 7.27. In the past,
such load-deviant curve forms of experimental synagics
triggered use of the Hill and sums of the Hill equation
as analytical tools (e.g., Bronnikov et al. 1999; Accom-
azzo et al. 2002; Hornigold et al. 2003). The HOTSM
offers a mechanistic approach to the analysis, while the
Hillian approach is nearly always a pure mathematical
description lacking any mechanistic relevance (Chapter

10). Hence, future modeling ought to consider varia-
tions on the themes of the HOTSM, replacing versions
of the Hill equation.

7.7. Further Aspects for the HOTSM

With the right combination of parameter values, the
functional HOTSM possesses both bell-shaped and
terraced as well as reverse bell-shaped and reverse
terraced relationships (Fig. 7.27). A prerequisite for
observing inverse agonism, reverse terraced curves, and
reverse bell-shaped dose-response relations is sponta-
neous activity which is detectable for L�1/100. Para-
meter L is the sole system constant to determine the
initial level of activity in both HOTSM (Figs. 7.23 and
7.24) and ATSM (Fig. 7.13C�D).

7.7.1. Reverse Bell-shaped Synagics

Hornigold et al. (2003) described a system only expres-
sing a single receptor subtype, m3, coupled to produ-
cing cAMP as spontaneous activity and affected in a
reverse bell-shaped dose-response relation by methacho-
line (Fig. 7.29A). Even after treatment with PTX in
order to eliminate possible coupling to inhibitory G
proteins, this system still displays reverse bell-shaped
synagics (Fig. 7.29B). This excludes bifurcation via Gs

and Gi as an explanation for the observed reverse bell-
shaped dose-response relationship.

The concave bell-shaped dose-response in Fig. 7.29A
can be simulated by the HOTSM (see curve in the
figure) and may thus be interpreted as a receptor
intrinsic modulation in line with the evidence of more
than one binding site for ligands in functional muscari-
nic receptors (Huang & Ellis 2007).

Therefore, for a possible alternative explanation of
the observed reverse bell-shaped dose-response curve, as
mentioned above, the HOTSM is a simple, elegant, and
sufficient analytical tool, as also pointed out by Bindslev
(2004, Figs. 2 and 9).

7.7.2. The HOTSM Against the Hill Equation

The change between three plateau levels of the HOTSM
in function (Fig. 7.27), and also the co-operative rise of
the concentration-occupancy relation for the model in
binding (Figs. 7.15�7.20), are not as steep as dose-
responses described by a single or a combination of two
or more Hill equations. This is not surprising, as the
whole analysis of the HOTSM is based on a system with
only two binding sites. For a fair comparison, the
HOTSM should be allowed to have as many sites as
the Hill analyses in such situations (Bindslev 2004).

ar

TR
�

L � (1 � a � Ass � S � b? � Ams � S

� a � b? � c? � d? � Ass � S � Ams � S)

1 � Ass � S � Asm � S � c? � Ass � S

� Ams � S � L � (1 � a � Ass � S � b?

� Ams � S � a � b? � c? � d? � Ass � S � Ams � S)

; (7:5)
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Figure 7.21. Variation of parameter b’ in HOTSM for function with increasing concentration of agonist/modulator as independent
variable. For b’�1 in A and B, and for b’B1 in C and D. Parameter b’ was varied in five steps between 100 (**) and 104 (����)
in panel A, and between 10�4 (**) and 100 (����) in panel C, while the other system constants were as follows: a�1000, c’�1,
d’�1, L�0.01, Ass�1, and Ams�1. Compare with Bindslev’s Fig. 3 (2004). The three surface plots in panel B are for b’�100,
102, and 104 and in panel D for b’�10�4, 10�2, and 100. The arrows in the 3-D concentration plane in panels B and D illustrate the
agonist/modulator concentration used for the plots in panels A and C, thus, the cut off in topography in 3-D by a plane raised at
the arrows will produce the indicated plots in 2-D.
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Figure 7.22. Variation of parameter c’ in HOTSM for function with increasing concentration of agonist/modulator as independent
variable. For c’�1 in A and C, and for c’B1 in C and D. Parameter c’ was varied in five steps between 100 (**) and 104 (����) in
panel A, and between 10�4 (**) and 100 (����) in panel C, while the other system constants were as follows: a�1000, b’�1,
d’�1, L�0.01, Ass�1, and Ams�1. Compare with Bindslev’s Fig. 7 (2004). The three surface plots in panel B are for c’�100,
102, and 104, and in panel D for c’�10�4, 10�2, and 100. The arrows in the 3-D concentration plane in panels B and D illustrate
the agonist/modulator concentration used for the plots in panels A and C, thus, the cut off in topography in 3-D by a plane raised
at the arrows will produce the indicated plots in 2-D.
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Figure 7.23. Variation of parameter d ’ in HOTSM for function with increasing concentration of agonist/modulator as
independent variable. For d’�1 in A and B, and for d ’B1 in C and D. Parameter d was varied in five steps between 100

(**) and 104 (����) in panel A, and between 10�4 (**) and 100 (����) in panel C, while the other system constants were as
follows: a�30, b’�3, c’�0.1, L�1/9, Ass�1, and Ams�100. Compare with Bindslev’s Fig. 4 (2004). The three surface plots in
panel B are for d ’�100, 102, and 104, and in panel D for d ’�10�4, 10�2, and 100. The arrows in the 3-D concentration plane in
panels B and D illustrate the agonist/modulator concentration used for the plots in panels A and C, thus, the cut off in topography
in 3-D by a plane raised at the arrows will produce the indicated plots in 2-D.
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Figure 7.24. Variation of parameter L in HOTSM for function with increasing concentration of agonist/modulator as independent
variable. Parameter L varied in five steps from 0.2�10�2 (**) to 0.2�102 (����) by a factor 10 in panels A and C and in three
steps from 0.2�10�2 to 0.2�102 in panels B and D by a factor 102. Other parameter values were as follows in A and B: a�
1000, b’�1, c’�1, d ’�1, Ass�1, and Ams�1. In panels C and D for a�1000, b’�1, c’�0.01, d ’�0.01, Ass�1, and Ams�1.
See for instance Fig. 2 in Bindslev (2004). The arrows in the 3-D concentration plane in panels B and D illustrate the agonist/
modulator concentration used for the plots in panels A and C, thus, the cut off in topography in 3-D by a plane raised at the
arrows will produce the indicated plots in 2-D.
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Figure 7.25. Variation of parameter Ass in HOTSM for function with increasing concentration of agonist/modulator as
independent variable. Ass was varied in five steps between 100 (**) and 104 (����) in panel A, and between 10�4 (**) and 100

(����) in panel C, while the other system constants were as follows: a�1000, b’�1, c’�1, d’�1, L�0.01, and Ams�1.
Compare with Bindslev’s Fig. 5 (2004). The three surface plots in panel B are for Ass�100, 102, and 104 and in panel D for
Ass�10�4, 10�2, and 100. The arrows in the 3-D concentration plane in panels B and D illustrate the agonist/modulator
concentration used for the plots in panels A and C, thus, the cut off in topography in 3-D by a plane raised at the arrows will
produce the indicated plots in 2-D.
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Figure 7.26. Variation of parameter Ams in HOTSM for function with increasing concentration of agonist/modulator as
independent variable. Ams was varied in five steps between 100 (**) and 104 (����) in panel A, and between 10�4 (**) and 100

(����) in panel C, while the other system constants were as follows: a�1000, b’�1, c’�1, d ’�1, L�0.01, and Ass�1. Compare
with Bindslev’s Fig. 6 (2004). The three surface plots in panel B are for Ams�100, 102, and 104, and in panel D for Ams�10�4,
10�2, and 100. The arrows in the 3-D concentration plane in panels B and D illustrate the agonist/modulator concentration used
for the plots in panels A and C, thus, the cut off in topography in 3-D by a plane raised at the arrows will produce the indicated
plots in 2-D.

Chapter 7: Cubic Reaction Schemes. ATSM and HOTSM 193



7.7.3. Pseudo-homotropic Two-state Model
(PHOTSM)

A model similar to the extended two-state model for
heterotropic interaction (ETCM) in Section 7.10.1, but
now for homotropic behavior, co-operativity, has been
put forward recently as a two-state two-site model or a
‘two-state-dimer-model’ (Franco et al. 2005; Franco et al.
2007a,b; Ehlert 2008). The former model, which is a
fraction of the HOTSM, is capable of simulating reverse
bell-shaped dose-response relations without an over-
shoot (compare Fig. 3 in Franco et al. (2005) and
Fig. 7.27). Obviously, the ‘two-state-dimer-model’ and
the two-state two-site model are covered by the HOTSM.
See Table 7.3 for more models.

7.8. Comparison between the ATSM and
the HOTSM

From a functional viewpoint, the ATSM overlap with the
HOTSM. From the aspect of occupancy, the two models
cover separate issues and are very different.

7.8.1. Functional Studies

The HOTSM can be said to be a special version of the
ATSM. The ATSM is congruent with the HOTSM when
doses are applied from a mixture made of an orthosteric
ligand and a modulatory ligand (Figs. 7.21�7.26). As the
concentration of ligands in the mixture is increased, a
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Figure 7.27. The response level of the functional-HOTSM has three plateaus. A first response-plateau in the absence of ligands
is equal to 1/[1�1/(L)]. A third response-plateau at high agonist concentrations is given by 1/[1�1/(L �a �b’ �d ’)]. Finally, a second-
response plateau at intermediate ligand concentrations is dependent on all seven system constants. The three plateaus may be
above, at, or below each other, panels A�D, rendering dose-response curves that are positive or negative co-operative, bell-
shaped or terraced, as well as reverse bell-shaped or reverse terraced. Parameter values in panels A�D were arbitrarily chosen
in order to demonstrate several aspects of the model. Ass varied in three steps from 10�2 (----) to 102 (- �- �- �) by a factor 100 in
panels A and B, while Ams varied in three steps from 0.3 (----) to 3000 (- �- �- �) by a factor 100 in panels C and D. The remaining
parameters were fixed. Thus in panel A: L�1/4, Ams�20, a�100, b’�0.01, c’�0.01, and d’�17. In panel B: L�4, Ams�20,
a�10, b’�0.01, c’�0.01, and d’�0.7. In panel C: L�1/4, Ass�1, a�100, b’�0.01, c’�0.01, and d ’�17. In panel D: L�4,
Ass�1, a�10, b’�0.01, c’�0.01, and d’�0.7. (After Bindslev (2004), Fig. 2).
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fixed proportion is kept between doses of the two
ligands in the ATSM, just as for the HOTSM regime.
Such an experiment with a primary ligand and a
modulator in a fixed ratio will, in theory, follow the

HOTSM when corrections are made for possible differ-
ences between affinity constants Amm and Ams, which in
the model may simply be taken into account by multi-
plying either by a factor. Now the fixed ratio experiment
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Figure 7.28. An additional example of HOTSM in function, where b ? vary. Parameters were a�30, c ?�0.1, d ?�1, Ass�1,
Ams�100, and L�1/ 9. Parameters b ? was varied as indicated in the panels. Unbroken line-curves represent the lowest b ? value.
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has become a single-ligand study, and its analysis by the
ATSM is identical to an analysis by the HOTSM. Aspects
of the behavior of ATSM/HOTSM as system tools were
presented by Bindslev (2004).

7.8.2. Binding Studies

The ATSM is a prime example for the simulation and
analysis of dose-responses of occupancy in radio-ligand
binding studies as affected by cold allosteric ligands,
demonstrated by Hall (2000). In the HOTSM, applica-
tion of a ligand that can bind to two sites simultaneously
is different from the drug application described by Hall
(compare Figs. 7.6�7.8 with Figs. 7.15�7.20).

To recapitulate, there is no feasible comparison
between the ATSM and the HOTSM reaction schemes
used in simulations for binding. The reaction scheme of
ATSM can only bind ligands of interest for occupancy
studies in a single site. Co-lateral binding is excluded. In
the HOTSM, two ligands of interest can bind simulta-
neously in a co-lateral fashion by just adding one type of
ligand. This clearly separates the two models from each
other in binding studies.

7.9. Evaluation of FP-TSM as an
Analytical Tool

7.9.1. Use of the FP-TSM Tool is Easy?

The FP-TSMs in Figs. 7.2 and 5.9 has 18 conformations
and 17 independent system constants, and besides its
genuine two-state isomerization, it involves two different
ligands, an agonist or a substrate and a modulator, with
mutual co-lateral binding. The possibility of co-lateral
binding in FP-TSM differentiates it from the CQCM in
Fig. 7.5.

Armed with some reasonable assumptions, the 17
constants can be reduced to around 12.

Still, to analyze the FP-TSM with 12 independent
system constants sounds horrendous, but I believe it is
only a matter of time before this model with unliganded
spontaneous activity will be employed in the analysis of
ligand�receptor interactions. How can I trust such a
development? Well, consider all the efforts being put into
drug design and drug development based and performed
on the modeled dynamics of steric coordinates in ligand
binding sites, and hold this against the immense degrees
of freedom in possible alignment for receptive systems
and their cognate ligands at an Angstrom scale. The
possibilities are legio and will keep scientists and support
floating for years � not necessarily with any foretold
causal solutions.

7.9.2. Structure-activity-relationship (SAR)

The whole G protein-coupled receptor community
eagerly awaits more details of the structural resolution
of GPCRs, both for ligand binding sites and for the
coupling between GPCRs and G proteins (Oldham et al.
2006; Kobilka & Scherkler 2008), as well as the interac-
tion between GPCRs � G proteins and other proteins
(Ferguson 2007), and looks enviously to the advance-
ments of nearly 40 years in structural resolution of
enzyme function. As the structural secrets are being
revealed for transporters as well (Toyoshima 2007),
porter-people are alert and expectations are high.
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Figure 7.29. A fit of HOTSM to experimental data. (A) Dose-
response data of cAMP production in Chinese hamster ovary
(CHO) cells expressing muscarinic m3 receptor subtypes and
a HOTSM curve fitted by adjusting parameters. Fitted para-
meters were a�0.401, b’�0.534, c’�0.145, d ’�11.1, Ass�
0.142, and Ams�27.3 with L sat at 1/3. Data taken from
Hornigold et al. (2003). (B) Control and petussis toxin (PTX),
effects on cAMP production in CHO cells expressing only m3
receptor subtypes. If any effect, PTX augments the concave
bell-shaped dose-response relation. Copy of Fig. 5a in
Hornigold et al. (2003) with permission.
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Meanwhile, even with recent promising breakthroughs
in the structural resolution for receptors (Palechewski
et al. 2000; Okada et al. 2002, 2004; Palechewski 2006;
Cherezov et al. 2007) and for several different transpor-
ters (Gouaux & MacKinnon 2005) as channels (Dutzler
et al. 2002, 2003; MacKinnon et al. 2003, 2004; Unwin
2005; Jentsch et al. 2005a,b; Miller 2006; Ramjeesingh
et al. 2006; Jasti et al. 2007), pumps (Toyoshima et al.
2000; Obara et al. 2005; Jensen et al. 2006), exchangers
(Dutzler et al. 2002, 2003; Hunte et al. 2005; Jentsch et al.
2005a,b; Accardi et al. 2006; Miller 2006; Nicoll et al. 2006;
Nguitragool et al. 2006), ABC-transporters (Yu et al. 2003;
Dawson & Locher 2006), and co-transporters (Yernool
et al. 2004; Yamashita 2005; Indarte et al. 2007) leading
the way to synthesis of new lead-compounds, dynamic
possibilities in the binding pockets are still immense and
overwhelming when it comes to the dynamic stereo-
chemistry at a subatomic scale needed for the ultimate
useful structure-activity-relationship (SAR).

7.9.3. The FP-TSM in SAR Analysis

In comparison with the efforts described in the preced-
ing sections, to me it seems a modest task to develop the
FP-TSM, which among other issues mechanistically may
describe the reversal of auto-ant-agonism (reversal of
negative auto-modulation or negative auto-intervention)
by a classical competitive ant-agonist. An example of
such reversal by a competitive ant-agonist has been
observed for atropine at muscarinic receptors
(Fig. 7.30A) (Winding & Bindslev 1993), where atropine
can reverse auto-inhibition induced by acetylcholine
within one to two minutes, thus reactivating an auto-
inhibited acetylcholine response of a cell membrane
displayed muscarinic receptor pool (Fig. 7.30B).

In developing a scheme for this kind of ‘ant-agonism’,
the terminology of designators in FP-TSM such as
‘competitive’ inhibitor, ‘non-competitive’ inhibitor, ‘in-
terventor’, and ‘modulator’ may start to mingle. Atro-
pine is a competitive ant-agonist in the classical sense
(Brimblecombe 1974, Chapter 1; Carrijo et al. 1977;
Hulme et al. 1978), but atropine will also appear as a
non-competitive inhibitor or an interventor in interven-
tion models, or a modulatory ligand in the ATSM and
the FP-TSM. Although atropine is a ‘neutral’ ant-agonist,
as it does not in itself evoke or prevent any activity in the
absence of agonists or inverse agonists, it may have the
characteristics of all four types of ligands mentioned
above. However, atropine does not qualify as an ago-
modulator, since it does not act on its own.

In the realm of G protein function, a start has been
made with the implementation of a pre-FP-TSM (Down-
ing et al. 2006). Furthermore, an alternative FP-TSM
reaction scheme has been invoked for GABA-A channels

(Rusch et al. 2004). The future looks bright for the
FP-TSM as an analytical tool.

7.10. The Optimal-fixed-concentration-
ratio (OFCOR)

7.10.1. Inhibition of Negative Auto-modification

In systems with negative auto-intervention or negative
auto-modulation in the form of bell-shaped dose-
responses at high agonist concentrations, this inhibition
by the agonist itself may be counteracted by introducing
a modulator or even a competitive ant-agonist, both with
access to more than one agonist binding site.

As described above, a reactivation of such a negative
auto-modulatory response was found for the ligand-pair
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Figure 7.30. Auto-inhibition by acetylcholine of tracheal
secretion reactivated by atropine. (A) Low dose activation
and high dose auto-inhibition of secretion (Isc) in hen tracheal
epithelium by acetylcholine (ACh) ,̂ followed by a reactiva-
tion-inhibition by atropine '. (B) Inhibition of secretion (Isc) by
acetylcholine^at high doses, total 512 mM, and fast reactiva-
tion, t½ :60 s, by a single dose of atropine', 100 mM. 2�
bumetanide at 10 mM. Modified from Winding & Bindslev
(1993, Figs. 1 and 3) with permission.
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Figure 7.31. Examples of dose-response relation in the cubic ternary-complex model for G proteins (CTCM). Parameter d was
varied in five steps. Values for parameters were as follows: a�30, b�3, c�0.1, Parameter d was varied in five steps between 10�5

(**) and 103 (����) in both panels A and B, while the other system constants were as follows: a�30, b�3, c’�0.1, L�1/9,
Ass�1, and Ams�100. The concentration of the G protein as modulator, [G protein] at different expression levels, was fixed at 1
(arbitrary units) in A and at 100 (arbitrary units) in B as indicated by an arrow in the 3-D panels. The related contour plots are for
d�10�1 in both panels with arrows indicating the G protein concentration. Compare the 3-D plots here with a 3-D plot in Fig. 7.23.
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acetylcholine/atropine in tracheal secretion (Fig. 7.30)
(Winding & Bindslev 1993). There are several possible
molecular explanations for this reactivation mechanism
by atropine, one being competition at a secondary
binding site with access for both inhibitory primary
ligand (auto-inhibitory agonist acetylcholine) and a
modulator (atropine). The FP-TSM is suited for such
an analysis (see below).

Internalization of receptors as an explanation for the
auto-inhibition in this system seems to be ruled out by
the speedy reactivation within a minute or two by
atropine (Fig. 7.30). Desensitization, converted to an
attenuating dose-response, is another obvious possibility
for the auto-inhibition by acetylcholine. Meanwhile, in
this scenario, we have to explain how atropine behaves
as a ‘competitive ant-agonist’ and how it resensitizes the
auto-inhibition by acetylcholine in a time dependent
manner.

As mentioned, the reactivation behavior can be
addressed by a FP-OSM, which includes co-lateral
binding at either site (Winding & Bindslev 1993).
Ligand-relief of negative auto-modulation may of course
also be simulated with the FP-TSM, which will be use-
ful in case systems moreover comprise spontaneous
activity.

7.10.2. Finding OFCORs

In case agonist concentrations in clinical treatment elicit
auto-inhibition, thereby tempting a higher dose applica-
tion with possible adverse effects, such auto-inhibition
may be prevented by interventors, modulators, or
‘competitive ant-agonists’ with a ‘positive’ effect elicited
from a secondary site. It will be possible to avoid adverse
effects due to high concentrations of primary ligands
that also elicit auto-inhibition by use of a single mixture
of ‘agonist’ and ‘auto-modulator’ with an optimal
concentration ratio of the two drugs. Of course, using
such mixtures in dose-response experiments with opti-
mum is the same as using OFCORs. The challenge is, of
course, to find the right OFCORs for a given individual;
his of hers drug-mixture.

Determining an optimal concentration ratio for
experiments and treatments may be obtained by assay-
ing the dose-response relations for and between the
agonist and the modulator in several combinations of
the two drugs. As an example, the OFCOR for a mixture
was determined and verified in the study by Winding
and Bindslev (1993) using a version of the FP-OSM. To
date, a similar analysis using the FP-TSM is not in the
literature.
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7.11. More on Cubic Models and
GPCR-related Models

7.11.1. The Extended Ternary Complex
Model (ETCM)

In order to describe the dose-response relations ob-
tained for GPCRs with constitutive activity and varied G
protein levels, Samama and co-workers developed a
model combining the original ternary-complex model
equal to an intervention model (Chapter 2) for G
proteins, with the cTSM (Chapter 5), in the simplest
possible scheme (Samama et al. 1993; Lefkowitz et al.
1993). The ETCM for GPCRs is shown in Fig. 7.4B.
Development of the ETCM was a stage on the road to
the thermodynamically full model with modulators,
including G proteins, and two-states combined in the
CTCM (Fig. 7.3, Table 7.3) (Weiss et al. 1996a).

7.11.2. ATSM and CTCM and CQCM

When occupancy is considered, the ATSM (Hall 2000)
for allosteric modulators is in principle identical to
the CTCM for ‘modulation’ of GPCRs by G proteins
(Fig. 7.1A and 7.4A) (Weiss et al. 1996a,b). Examples of
occupancy that cover both models are shown in Fig. 7.6.

The parallel occupancy between ATSM and CTCM is
true also in simulation of experiments where the
number of total receptors differs between radio-ligand
agonist and radio-ligand ant-agonist data due to G
protein-induced affinity changes (Kenakin 1997; Baker
& Hill 2007; Ferguson 2007). Here, adjustments of
parameter Amm come in to play.

On the other hand, in functional studies the two tools,
ATSM and CTCM, behave somewhat differently (Weiss
et al. 1996a,c; Hall 2000). An illustration of this can be
acknowledged by comparing the surface plot in 3-D
panels of Figs. 7.23 and 7.31, where both concentrations
of an agonist and the G protein as modulators are
varied, as independent variables yielding the 3-D surface
plots. Following the arrows in the 3-D concentration
planes in Fig. 7.31A�B at an arbitrary concentration
(expression level) of G protein exemplified with ‘1’ in
Fig. 7.31A or at ‘100’ in Fig. 7.31B results in 2-D plots in
A and B of Fig. 7.31, and should not be compared with
the 2-D plots in Fig. 7.23 which are for the HOTSM.
However, with simple modifications, the ATSM may as
well be a model for GPCRs.

Experiments with varying expressions (concentra-
tions) of G proteins are less common but have been
performed, modeled, and discussed (Chidiac et al. 1996;
Kenakin 1997; Tucek et al. 2001, 2002; Kukkonen et al.
2001; Kukkonen 2004b).

With the CTCM it is possible to study GPCR dose-
response relations with varying concentrations of the

agonist as the independent variable and G proteins at
different levels. The CTCM for G protein coupled to
activated receptors, even in the absence of agonists GR*,
obviously has possibilities of simulating spontaneous
activity and inverse agonism, but in relation to non-G
protein regulators, the CTCM is clearly unsatisfactory.
Therefore, models such as the CTCM with an added
third ligand are in demand and have been suggested as
the CQCM (Christopoulos et al. 1998; Christopoulos &
Kenakin 2002; May et al. 2004), but, to date, are not fully
developed.

An amputated version of the CQCM with two G
proteins, a GPCR, and an agonist yielding quaternary
complexes3 but without an isomerization between two
states, was implemented by Kukkonen et al. (2001) and
Kukkonen (2004a), introducing a factor F controlling
the level of receptors chelated by G proteins. Other
simpler models, also without isomerization, including
variations in G protein expression and a factor control-
ling maximal inhibition (MI) and maximal stimulation
(MS) have been suggested (Tucek et al. 2002).

Needless to say, the CQCM illustrated in Fig. 7.5
should be developed sooner rather than later.

7.11.3. Models of ‘Ligand’ Numbers Matching
‘Receptor’ Numbers

In the latest development of models addressing the
reverse bell-shaped dose-response relations for GPCRs,
‘dual effects’ (Jones et al. 1991; Kashihara et al. 1992;
Migeon & Nathanson 1994; Vogel et al. 1995; Jakubik
et al. 1996), two parallel approaches have been advo-
cated for a limited G protein activation (Tucek et al.
2001, 2002; Nasman et al. 2001; Kukkonen et al. 2001;
Kukkonen 2004a). Tucek et al. (2002) and especially
Kukkonen (2004a) give elegant descriptions of these
models’ development and simulation capabilities; not-
withstanding, arithmetical treatment in these two
sources mutually overlook each others similarities in
analysis.

Following Kukkonen, three principal models are
invoked. The shuttling model, earlier described as a
mobile receptor model (Jacobs & Cuatrecasas 1976) or
collision coupling model (Tolkovsky & Levitzki 1978,
1981), the complexing model (Chidiac 1998), and the
precoupled model (Neubig 1994; Kukkonen 2004a).
The latter comes in two versions; a precoupled-depen-
dent and a precoupled-independent model. Somewhat
different models on precoupling were also presented by
Jacobs and Cuatrecassas (1976) and by Tolkovsky and
Levitzki (1978).

3 Quaternary complexation results in cubic reaction schemes.
Meanwhile, to keep model terminology consistent, an acronym for
this quaternary complex model is QCM not CQCM.
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In the recent models, the variation in a limited number
of single type G protein that can be activated, is accom-
plished by a coefficient resembling the intrinsic activity
factor of Ariens (1954) both in the Czech and the Swedish
approach (Tucek et al. 2002; Kukkonen 2004a,b). Thus,
the limited number of active G proteins and the ratio
between Gs and Gi proteins result in simulations that can
match the observed reverse bell-shaped dose-responses.
The simulated ‘spontaneous’ activity at 100% was ob-
tained experimentally by forskolin stimulation.

7.11.4. Models with More than One-state for
GPCRs

Model approaches to cover multi-states in GPCRs were
recently presented, Table 7.3. For instance, one by Leff
and co-workers (Leff et al. 1997; Scaramellini & Leff
1998, 2002), another by Pin and co-workers (Parmentier
et al. 2002) covering both two-states of a binding domain
and two-state of an effector domain (see also Rovira
et al. 2008), and a third by Giraldo (2004). The models
by Leff et al. and Giraldo both play on the theme of
combining two cTSM for the sake of simulating GPCR
functional behavior. These models operate with three or
more states for the unliganded receptive unit, and may
be elaborated further into multi-state models � a project
left for the reader with some help from a recently
published four-state model (Ehlert & Griffin 2008). A
double-cubic model encompassing two states for both
the receptor and its effector was already suggested in
the 1970s (de Haen 1976).

7.11.5. Models for Binding with Dimerization as
Isomerization

Dimerization of receptive units may lead to an allosteric
interaction between binding sites in the dimer complex,
thus resembling the switch between a reactive and an
active state for a double-sited receptor. Recently, Dur-
roux (2005) has suggested different and attractive
models for such dimerization with ‘allosteric’ interac-
tion, including cubic reaction schemes and four-pane
two-state-like models. It will be interesting to follow
development of Durroux’ models as they appear most
relevant for a description and possible simulation of
activity in dimerized GPCRs.

7.12. Use of Modulators in Therapy

7.12.1. Benefits of Modulators Compared with
Orthosteric Ligands

An early example of modulators used in therapy with
great success and few side-effects is the treatment of

anxiety, depression, epilepsy, and sleeplessness with
benzodiazepines, which started more than forty years
ago. Nevertheless, the clinical aspect of the use of
modulators or allosteric compounds is a relatively new
issue, and has been advocated since the mid 1990s
(Proska & Tucek 1994; Tucek & Proska 1995, Birdsall
et al. 1995; Lazareno & Birdsall 1995). Some of the
advantages of using modulator compounds instead of
the natural endogenous agonist or artificial agonists
with receptor subtype specificity can be listed as follows
(Birdsall & Lazareno 2005):

(a) As the function of a modulator to a great extent
is dependent on the presence and action of the
physiological signal molecule, it is likely to
mimic normal biological effects. The modulator
is playing on the activity of an endogenous
primary ligand.

(b) The enhancement of natural agonist activation
or inhibition by modulators is less likely to
reach adverse effects as for agonist drugs, even
at high concentrations of the modulator com-
pound, and therefore prolonged stimulation
with high modulator concentrations may be
induced without adverse effects as often seen
with high concentrations of developed agonist
drugs. There is ‘ceiling’ and ‘tune down’.
Besides reuptake and decay inhibitors, some of
the expected therapeutic advantages with use of
modulatory drugs may also be obtained with
partial and partial inverse agonists (Fisas et al.
2006).

In clinical work with modulators, it is the
functional aspect that is in focus. The picture of
modulatory drug therapy has developed rapidly
within the last few years for several receptor sub-
families, and many developed drugs are in
various phases of evaluation for introduction
to the clinics (Table 7.2) (Gao & Jacobson
2006). Examples of biotech firms that develop
such drugs are the NPS Pharmaceutical Com-
pany with a modulator for Ca sensors, and Xytis
with a glycine site enhancer for NMDA channels
under development (see homepages of NPS
Pharmaceuticals Inc. and Xytis Inc.).

Of course, examples may appear where
modulators are less beneficial than, for in-
stance, weak partial agonists (Metha & Ticku
1999).

(c) Highly selective modulators for specific recep-
tor subtypes are more likely to be found than
subtype specific agonists, primary ligands, due
to the evolutionary conservation of the primary
binding sites for endogenous ligands (Birdsall
et al. 1999; Spalding et al. 2002; Lanzafame
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et al. 2006; Langmead et al. 2006; Langmead &
Christopoulos 2006). This is especially true for
the muscarinic bindings sites. Actually, devel-
opment of allosteric modulator drugs is an
exploding field involving several effector mole-
cules as indicated by recent publications listed
in Table 7.2.

The receptor subtype selectivity by modulators, when
judged to be based mainly on the conformational changes
by induced fits or stabilization rather than on (high)
affinity, is a kind of conformational change dubbed
‘absolute subtype selectivity’ (Lazareno et al. 2004).

During evolution, modulation may have been adapted
for several secondary ligands with a more loose structure
of their secondary binding sites. It has been difficult to
find selectivity much above a factor 10 between primary
ligands developed for muscarinic receptor subtypes
(Alexander et al. 2006), whereas it seems likely that
much higher selectivity may be found for modulators at
the various muscarinic receptor subtypes (Birdsall &
Lazareno 2005; Langmead et al. 2006). Other examples
of allosteric modulators are for adenosine (Jacobson &
Gao 2006; Childers et al. 2006), metabotropic glutamate
(Kew 2004; Ritzen 2005; Shipe et al. 2005; Vauquelin &
Liefde 2005; Vieira et al. 2005; Pin et al. 2005; Foster &
Kemp 2006), and dopamine (Schetz 2005) receptor
subtypes. Examples for ligand-gated ion channels
(LGICs) are reviewed by Hogg et al. (2005) with benzo-
diazepines as the earliest prototype of modulators with
allosteric responses at the GABA-A receptor (Olsen et al.
2004). For transporters, see, e.g., Maki & Dey (2006),
Ghosh et al. (2006) and Borst et al. (2006), and other
examples mentioned in sub-chapter 7.9 and Table 7.2.

Protocols and screens for new allosteric modulators
for GPCRs are evolving (Langmead 2007; Raddatz et al.
2007; May et al. 2007; Avlani et al. 2007). Moreover,
analytical tools are created to solve complex behavior in
GPCR signaling (Fig. 7.31; Ehlert & Griffin 2008).

7.12.2. Summary of Modulator Benefits

A summary of the advantages of developed modulators
compared with drug agonists is: (1) they mimic the
function of endogenous primary ligands, (2) they are
less likely to elicit adverse effects, and (3) they have
possible greater receptor subtype selectivity than ago-
nists and other molecules operating at a primary bind-
ing sites with its evolutionary conserved geometry.

Due to this rapidly expanding and potentially huge
market for allosteric drugs, in the future, on theoretical
grounds, it will be necessary to firmly implicate the
ATSM and HOTSM for analysis of (allosteric) modula-
tors in basic as well as applied approaches.
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IIIPART

TEST OF TOOLS FOR DATA
ANALYSIS

III.1. Limitations of Transformed Plots

What happens when you ask students who have just
finished a course in biochemistry how to analyze
dose-response data assumed to follow the simple
law-of-adsorption-desorption (load)? In the year 2008,
the most frequent answer, if any, is that one should employ
the Lineweaver�Burk plot.

Some 40 years ago, it was recognized that the Line-
weaver�Burk (L&B) plot with double reciprocal scales
for analysis of simple ligand�receptor interactions is the
least reliable of all linearizing techniques (Dowds &
Riggs 1965; Eisenthal & Cornish-Bowden 1974; Cornish-
Bowden 1974). With present computing capabilities, we
must teach our young peers to use non-linear fitting
routines on plots without reciprocal scales. Such instruc-
tions ought to be our common objective. Only as an aside
should we provide information about when, for example,
to use the reciprocal Scatchard�Hofstee plot or the null-
method of a Schild plot. The Lineweaver�Burk (recipro-
cal) plot should only be mentioned as a historic curiosity.

The Scatchard�(Hofstee or Eadie�Scatchard) plot for
agonist action is restricted to analysis of simple load
(Chapter 1), while the Schild plot is restricted to analysis
of simple competitive ant-agonist action (Chapters 2, 4,
and 11). In spite of these restrictions, the two plots are
nonetheless in general the most abundant methods
used in certain fields of life sciences for analysis of the
interaction between ligands and receptive units.

III.2. Reciprocal and Non-reciprocal Plots

The load function is changed from a hyperbolic plot to
a linear plot by reciprocal transformation of the
independent variable (x-axis in the Eadie�Hofstee

plot), the dependent variable (y-axis in the Hanes
plot), or both the independent and dependent variable
(x and y axes in the Lineweaver�Burk plot) (see Sub-
chapter 8 and Table 8.3). These plots are reciprocal plots.
The reciprocal plot methods were developed with the
purpose of making the analyses for maximum effect and
drug affinity more manageable (Table 8.3), and were
somewhat justified before the advent of easy computing.

Non-reciprocal transformation of the load function to
achieve more evenly distributed data points than the
hyperbolic curve, and thereby a better analysis, may be
attained by so-called ‘semi-log’ or ‘logit’ plotting (see Sub-
chapters 8.1 and 8.2). These are non-reciprocal plots.
Table III.1 summarizes the plot types for load and Hill
relations.

To implement a versatile tool, this tome is also written
with the purpose of convincing the reader and future
scientists to use non-reciprocal formulations and plots
with non-linear routines for parameter fitting of the
most appropriate hypothesis, while skipping the ‘reci-
procal’ methods developed for load1 as well as the ‘null-
method’ of Schild. The latter is strictly related to simple
competitive ant-agonism. See Marangoni (2003, pp. 33�
36) for a balanced opinion on the use of non-linear as
opposed to linearized methods.

Algebraic analysis of synagic data beyond the Henri�
Michaelis�Menten, the Hill, and the Schild is appalling to
most laboratory scientists, as, in general, mathematical
modeling is suspect to many researchers (Keller 2002,
preface).2 Meanwhile, as pointed out by Keller (2002) and
May (2004), theoretical work is experiencing a new dawn.

1 I am aware that leading kineticists may not agree with me (see
Cornish-Bowden in his review of Marangoni’s ‘Enzyme Kinetics: A
Modern Approach’ 7 January 2005, Amazon books, Amazon.com).
2 In her book, Keller presents a sovereign and enlightening discussion
of why d’Arzy Thomson’s view on form in nature is obsolete.

# 2008 N Bindslev. This book and all matter and items published therein are distributed under the terms of the Creative Commons Attribution-Noncommercial 3.0
Unported License (http://creativecommons.org/licenses/by-nc/3.0/), permiting all non-commercial use, distribution, and reproduction in any medium, provided the original
work is properly cited.
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This is exemplified very well by the recent hype around
and boom in ‘Systems Biology’ (see Sub-chapter 13.1).

III.3. Stepping on the Chips

The aforementioned convenience and justification for
earlier employing linearizing strategies such as Hanes’
plot, Lineweaver�Burk’s plot, Eadie�Scatchard’s plot, or
null-methods such as Schild’s plot, when analyzing
equilibrium data, have evidently evaporated with the
emergence of chip-based computers and their software
(Marangoni 2003). In addition, this development has
parallels in biology, ecology, economy, evolutionism,
embryology, sociology, and several other sciences (May
1976; Keller 2002, especially Part 3; Cramer 2003; May
2004). In all these areas, analysis of data is completely
integrated with chip-based interactive software and is
unthinkable without stepping on the chips as a pre-
requisite for future advancement of data analysis. For a
more elaborate example, look for instance into efforts
on interoperability of software for simulation of bio-
chemical networks (Hucka et al. 2001). The field of bio-
informatics likewise has exploded in the last ten years
(see Chapter 13 and Table 13.3) due to computational
capabilities. For example, browse at random in new
journals as BMC Systems Biology, Systems and Synthetic
Biology, Biosystems, the Intl Journal of Bioinformatics,
and Bioinformatics (available at http://bioinformatics.
oxfordjournals.org).

III.4. Imaginative Modeling

On a banal level, suitable computer programs allow non-
linear adjustment of the parameters in theoretical

reaction schemes to experimental dose-response data
based on various minimum-likelihood or least squares
methods. These chip-based programs can determine
system constants just as easily as the earlier linear
regression analyses. Therefore, in synagics, non-recipro-
cal plotting and non-linear parameter fitting should
initially be the method of choice, solely for the reason
that non-linear fitting yield more accurate estimates of
parameter values compared with the linearized methods
of reciprocally transformed data. However, most impor-
tantly, the implementation of non-reciprocal graphing
and non-linear parameter fitting at the same time allow
a direct application and appreciation of much more
versatile reaction schemes and their intuitive algorithms.
In this way, imaginative modeling is permissible and
penetrable with non-reciprocal/non-linear analysis,
whereas the linearized methods mostly assume simple
models or offer rather indirect solutions (Segel 1975,
1993).

III.5. Time for a Change?

Highly skilled scribes in Pharaonic dynasties used syllabic
writing with hieroglyphs of the outmost sophistication
and subtlety. Hieroglyphs died out due to the supremacy
of a pure alphabet that evolved from around 1700 to
1200 BC (Healey 1990). Likewise, I predict that the use
of reciprocal transforms in the analysis of dose-response
data at equilibrium will succumb to meaningful model-
ing inspired by probing techniques combined with
powerful computation based on the chip’s non-linear
procedures applied to non-reciprocal plots.

However, complete elimination of the hieroglyphic
writing lasted more than a 1000 years after the invention
of a ‘digitized’ ABC.3 Similarly, in spite of the present
surge in chip-based cities and digitalization of almost
everything, we may ask � will the continued use of
Hanes, Lineweaver�Burk, Eadie�Scatchard or Schild
plots also last that long?

III.6. The Assumptions

The lesson that should be drawn from Chapter 8 is that
it is the assumptions involved in setting up hypothetical
schemes at equilibrium that are crucial for the whole
analysis of dose-responses and not so much the method
of analysis; although it is worth advocating for non-linear
fitting. For every synagic or kinetic hypothesis, experi-
ments with built-in falsification procedures should

Table III.1. Plots of the law of adsorption-desorption, Load,
and Hill Function

Type of transformation Relation Name of plot

None or Load Ordinary linear�linear

hyperbolic

logarithmic x-axis Semi-log/S-shaped

None or

logarithmic x-axis or

Hill Sigmoidal

Semilog or ‘Logistic’ plot

relative Logit plot or Hill plot

Reciprocal Load Eadie�Hofstee or Scatchard

Hanes

Lineweaver�Burk

Reciprocal indicates that at least one of the system variables is reversed, either
the independent variable, i.e., 1/[ligand], or the dependent variables, i.e.,
1/B(ound) and 1/R(esponse), or even both independent and dependent
variables are reciprocal at the same time.

3 The Chinese syllabic/pictographic ‘ABC’ is still in use. Reading it
creates a completely different activity in the brain compared to the
brain pattern during Western reading (Siok et al. 2004).
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be implemented and tested before one settles for
a particular reaction scheme. In this, non-reciprocal/
non-linear parameter fitting is the instrument to probe
for possible hypotheses and test whether an assumption
holds � for instance, when analyzing a particular form
of modulatory allostery. Non-linear parameter fitting
is altogether more simple to use and by far the
most superior evaluation tool. Although repeatedly
recommended (Marangoni 2003; Neubig et al. 2003;
Motulsky & Christopoulos 2004), non-linear fitting is
often not implemented.

III.7. Contents of Part III

For an analysis of dose-response data, Chapter 8 demon-
strates how to construct your own theory based on a
hypothesis. When we move from the intervention model
in Chapter 2 to the allosteric models in Chapter 15, there
is a shift in nomenclature; that is ‘site interaction’
described as ‘intervention’ or ‘auto-intervention’ in the
former may become ‘modulation’ or ‘co-operativity’ in
the latter (Table III.2 and 8.1). While reading Chapter 8,
it is advantageous to have these and related terms present
when models involve interactions between sites. Sub-
chapter 8.1 is valuable for an appreciation of the contents
of Chapter 9, while Sub-chapters 8.2 and 8.3 may be
postponed for later studies. Sub-chapter 8.2 contains a
training session with a detailed description of how to ana- lyze an example of a theory for dose-response data. Sub-

chapter 8.3 is a summary of some of the still current but
out-dated reciprocal methods and their equations de-
scribing different set-ups, as well as a brief look at various
transformations of these equations and their plots.

The procedures in Sub-chapters 8.2 and Chapter 9
follow the flowchart depicted in Fig. III.1.

The essence of Part III is in Chapter 9 on ‘Plots, Fits,
and Data Interpretation’. Chapter 9 is a step-by-step
instruction on how to obtain estimates for system con-
stants, such as the maximal obtainable effect (Rmax) or
maximal binding (Bmax), and the apparent affinity of a
drug (appKs), when based on one’s selection of the most
likely hypothesis for an underlying reaction scheme.
Thus, Chapter 9 is a hands-on of how to present data, fit
parameters of theory to data, and interpret the results.

Chapter 10 is a detailed description of Hill’s equation
and variations on the theme of Hill’s equation. Chapter
11 takes care of Gaddum’s and Schild’s null methods
(Gaddum 1937; Schild 1947, 1949). Finally, Chapter 12
in Part III treats the ‘synergy’ concept. Here, ‘synergy’
covers the effects of applying two or more drugs
simultaneously in, for instance combinatorial drug therapy,
and the analysis of data form such procedures.

Motulsky and Christopoulos (2004) have issued an
extensive and useful guide to analyze synagic data, and
this guide should be consulted.

1) IDEAS

2) EXPERIMENTS  AND  DATA

3) CARTOONS  OF  HYPOTHESES

4)   REACTION SCHEMES R + S        RS

5) EQUATING  SCHEMES ar/TR = RS / (R+RS)

6) EQUATION  PROGRAMMING

7) NON-LINEAR  FITTING            parameter determination

for x = 1-50;  Y = x·Tot / (x+K)

8) PLOT OF  DATA   AND  THEORY

9) ANALYSIS  AND  NEW  IDEAS

10) FURTHER   EXPERIMENTATION   AND  DATA - ray
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Figure III.1. A simple flowchart on the scientific progress of
ideas. For a more detailed layout also defining theory, postulate
and hypothesis, see Ford (2000, especially Chapter 3).

Table III.2. Comparison of Nomenclature for Intervention
and Allostery Schemes (An Abbreviated Form of this Table is
in Table 8.1)

Type of reaction

schemes Intervention schemes Allosteric schemes

Two-site models One-state models

(OSM) (see Chapters

2 and 3)

Two-state models

(TSM) (see Chapters

7 and 15)

Binding and

function with

different ligands

Mixed competitive

inhibition

(intervention)

Negative heterotropic

allostery

(modulation)

Mixed competitive

acceleration

(intervention)

Positive heterotropic

allostery

(modulation)

Binding and

function with a

single ligand

Substrate inhibition;

negative auto-

intervention

Negative co-operativity

or homo-tropic

modulation

Substrate acceleration;

positive auto-inter-

vention

Positive co-operativity

or homotropic

modulation

General

designators for:

(1) Ligand Positive or negative

interventor

Positive or negative

modulator

(2) Process Positive or negative

intervention

Positive or negative

modulation
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8CHAPTER

Choosing and Formulating
Relevant Schemes

One main conclusion in this chapter is that there is a
general relationship between responses and their con-
centrations presented as the factor-squared rule, which
goes beyond a so-called 80-% rule (Sub-chapter 8.1).
Other conclusions are that Hill plots are also logit plots
and a plot of data employing a ‘logistic’ Hill equation is
simply the same as a semi-log plot of data (see also
Chapter 10). Furthermore, the chapter will take you
through a training session on how to implement an
analysis of your own synagic data by an example (Sub-
chapter 8.2). Sub-chapter 8.3 recounts out-dated plots.

8.1. Load � Semi-log Plot and
Factor-squared Rule

8.1.1. Self-referential Systems and Semi-log Plots

Many biological phenomena as well as chemical and
physical responses are based on self-referring systems that
may exhaust themselves or have limiting maxima. Such
systems can often be described by logarithmic build-up or
decay (Jacquez 1972, 1985), deterministic chaos (Peitgen
et al. 1992), or self-organized criticality (Bak 1997). This
also means that the outcome of a change in an indepen-
dent variable in these systems is dependent on the
immediate preceding events due to an earlier change of
the very same independent variable. Several such systems
have dependent variables, i.e., responses, which saturate
asymptotically to a plateau with increasing concentration,
with running time, or with other evolving independent
variables. The dose-response relation of load is also a sort
of self-referential system due to its limited number of
receptive units (see Sections 1.1.2 and 1.1.8).

Exponential functions as well as non-linear chaos-
math are suitable for formulating certain self-referential
systems (Riggs 1970; Peitgen et al. 1992). A good

example is population growth described with the logistic
equation involving a self-exhausting exponential growth
as a function of time, where time is the independent
variable on a linear scale and the dependent variable
growth is on a relative or logarithmic scale (see Sub-
chapter 10.3, Fig. 10.6). An obvious choice for present-
ing such data is therefore the semi-log plot, which is also
relevant for dose-response data. However, for dose-
responses it is the independent variable concentration
that is made ‘logistic’. Thus, the semi-log plot of
concentration-binding data or dose-function data is a
plot of the amount of ligand bound (B) or enzyme
catalytic rate at steady-state (v) on a linear y-axis against
free concentration (S) or against free dose (D) of the
ligand on a logarithmic transformed x-axis. In other
words, plots of symbols as:

B versus log[S] or v versus log[D]:

Concentration-binding/response data that follow the
simple load relationship may be plotted in a semi-log
plot out of many other plots (Boeyneams & Dumont
1975). The semi-log plot of the simple hyperbolic
Langmuirian load isotherm (Fig. 8.1A) yields a symme-
trical S-shaped curve (Fig. 8.1B). Features of the semi-
log plot are described further in Sections 8.1.2�8.1.6.

Plotting data in a semi-log co-ordinate system was
already introduced with Sørensen’s pH concept (1909,
pp. 28�29) and for the pH-effect on oxygen binding to
hemoglobin (Adair 1925). For dose-responses in general,
early examples are by Michaelis and Davidsohn (1911)
and Kuhn (1923a, b). Regarding concentration versus
complex-formation data in chemistry, the semi-log plot
was initially suggested by Bjerrum in the early 1930s
(1941, p. 21 ‘formation curve’), and in growth analysis by
Berkson (Reed & Berkson 1929; Berkson 1944).

Among several researchers in biochemistry, Klotz
(1982) has strongly advocated the use of semi-log
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presentation of dose-response data, particularly in
relation to analysis of ligand-receptor or substrate-
enzyme binding experiments intended at determining
the absolute numbers of binding sites in a sample.
The alert reader will have noticed that the present
author also favors semi-log plots for the presentation of
concentration-binding/dose-response data. Of course,
from a principal point of view, the choice of plot
method does not matter as long as it is handled
correctly. For statistical evaluation, both semi-log and
logit transformations may be advantageous (see Sections
10.5.4, 10.A.9, and 10.A.11).

8.1.2. The 82-% Rule for Agonists

Data from a reaction scheme following the simple
Langmuirian load is most simply presented in a semi-
log plot (Fig. 8.2A). The agonist concentration corre-
sponding to the inflection point of the curve and read of
the x-axis is identical to the equilibrium dissociation
constant (Kd). Moving an order of magnitude down in
concentration from this midpoint, which is an agonist

concentration equal to 1/10th of the equilibrium
dissociation constant Kd, reduces the response to 1/11�
0.09090909. . . (aso), which is at about 9.1% of the full
effect. Moving an order of magnitude up in concentra-
tion above the same midpoint, equal to 10 times the Kd,
yields a response of 10/11�0.90909090. . .(aso), equal
at about 91% of the maximum response. Ergo, over two
orders of magnitude in concentration and with a
midpoint concentration of Kd, the response for Lang-
muirian load will change in absolute values from
0.90909. . .aso to 0.09090. . .aso; a difference equal to
0.81818. . .aso; close to 82% of the total response. This is
the 82-% rule for an absolute change in response (Fig.
8.2A). As a relative change in response, 0.9090/0.0909, it
is a paltry factor of 10 for a 100-fold relative change in
concentration.

8.1.3. The 80-% Rule for Agonists

Another rule is the 80-% rule, where for a change in
response or binding going from exactly 10 to 90% of the
response in absolute terms, equal to 80% of the total

Linear plot of load synagics

Semi-log plot of load synagics

Linear plot of Hill-type synagics y=x3/(x3+(Kd)3)
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Figure 8.1. A semi-log plot and a plot of sigmoid synagics. Panel A is a linear�linear plot of the simple load function. Panel B is a
semi-log plot of the simple load function resulting in an S-shaped curve. Panel C is a linear�linear plot of an allosteric function.
This plot is generated based on a Hill-type equation with a Hill coefficient of 3. Other formulations of allostery, for instance by
varying dissociation constants, will also result in sigmoid shaped curves in linear�linear plots (see Chapter 15). The S-shaped
form of a simple load function in a semi-log plot (panel B) should be differentiated from the sigmoid-shaped form of a genuine
co-operative reaction in a linear�linear plot (panel C).
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effect, this change corresponds to moving from Kd/9 to
9 �Kd in concentration, which is exactly equal to an 81-
fold relative change in concentration (Fig. 8.2B) (Segel
1975, 1993, p. 362). Thus, a relative change in response
from 10 to 90% is a mere factor 9 for an 81-fold relative
increase in concentration.

In case the data are understood as following a Hillian
relationship with a Hill coefficient (nH), in relation to
the 80-% rule, then the factor 9 change in relative effect,
i.e., going from 10 to 90%, corresponds to the nH-th root
of the concentration ratio between [S]0.9 and [S]0.1 for a
load scheme (Fig. 8.2B).

The nH-th root of the load-concentration ratio [S]0.9/
[S]0.1 may be written as:

n
ffiffiffiffiffi
81H

p
�811=nH

(Taketa & Pogell 1965; Kurganov 1982, pp. 43�45; Segel
1975, 1993, p. 362). The actual ratio [S]Hill

0:9 //[S]Hill
0:1 in a

Hill scheme is the so-called co-operativity index Ra for a
9-fold relative change in response (Cornish-Bowden
1995, p. 209). Thus, [S]Hill

0:9 //[S]Hill
0:1 equal to Ra is the

same as
n ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

[S]0:9=[S]0:1
H
p

.
For instance, for nH�2 a 9-fold relative change in

concentration is enough to yield a 9-fold relative change
in response. This is the 80-% rule for a 9-fold response
change describing its related relative change in concen-
tration when taking Hillian synagics into account.

8.1.4. The Factor-squared Rule for Agonists

A third and general rule for load is the squared relation
between a change in response ratio (R2/R1), and its
pertinent relative change in concentration ratio (S2/S1),
around the inflection point. S2 and S1 are above and
below Kd with the same factor. Thus, for a given ratio (x)
between responses symmetrically above and below the
midpoint of a load relation, the ratio of matching
concentrations is the x-ratio squared, that is x2. In other
words, for a relative change in load-response of a factor
x, the required relative change in concentration is the
same factor squared, x2. For load dose-responses, this is
the factor-squared rule (Fig. 8.3). In Sections 8.1.2 and
8.1.3, we observed that a relative 10- or 9-fold change in
response is equal to a relative 100- or 81-fold change in
concentration, complying with the factor-squared rule.

A general expression for the load reaction scheme is
therefore (R2/R1)2�S2/S1, where S2 and S1 are dis-
tributed with an equal factor at either side of S/Kd. Fig.
8.3 is an example of this with the ratio of response x or
R2/R2�square-root of 10 for S2/S1�10.
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Figure 8.3. Illustration of the factor-squared rule for simple
load reaction schemes. For any set of values for the ligand
concentration symmetrically distributed around [S]/Kd in a load
reaction scheme, i.e., with an equal factor x above and below
[S]/Kd, such that the ratio [S2]/[S1] is equal x2, the ratio of
pertinent responses, R2/R1, is the square root of S2/S1, equal
x. The relationship between response ratio and concentration
ratio is thus: (R2/R1)2�S2/S1. Compare S2/S1 with the co-
operativity index, Ra, for the 80-% rule in Section 8.1.3.
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Kd results in a nearly 82% absolute change or 10-fold relative
change in response, from about 9% to about 91%. (B) An 81-
fold change in relative concentration around Kd results in
exactly 80% absolute change or in a 9-fold relative change in
response, from 10% to 90%.
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If semi-log plots or ordinary linear plots of dose-
response data deviate significantly from the factor-
squared rule, including the 82- and 80-% rules, then
the underlying mechanism for the observed dose-
response is not a simple load reaction scheme, a plain
Langmuirian adsorption interaction or, for that matter,
neither a simple ant-agonistic displacement (Figs. 2.5
and 2.6) nor a simple hyperbolic desaturation process.

Using plot programs or training the eye, it is easy to
decide on such deviations. However, compared with the
82- and 80-% rules both describing absolute levels of
response change the factor-squared rule when it comes
to visual judgment is less obvious as it is based on relative
changes in the response (see Figs. 8.2 and 8.3).

8.1.5. The General Co-operativity Index

For a genuine Hill scheme, we can now formulate a
general relation for the ratio of two responses (R2/R1)
related to two concentrations (S2/S1) symmetric around
Kd. Thus, a given concentration ratio S2/S1, identical to
the co-operativity index Ra is equal to:

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
(R2=R1)

2
nH

q
� R2=R

(2=nH)
1 ;

but now Ra is a general co-operativity index. Accordingly,
for a Hill-type reaction with a Hill coefficient equal 2, a
mere ratio of x for S2/S1 (�Ra) is necessary for an x-fold
change in response (Fig. 8.4).

Observe that the sum of absolute responses R1 and R2

is always 100% (Figs. 8.3 and 8.4).

Further, realize that the above relation between S2/S1

(�Ra) and R2/R1 also works for inhibitor ligands in
reverse Hill schemes (see, for instance, Eq. 8.4 and
Section 8.2.4).

8.1.6. Semi-log S-shape Against Sigmoidality

My zealous readers should realize that a semi-log plot of
ones own data from a hyperbolic reaction scheme as the
load would result in a symmetric S-shaped curve, which
may look just like the sigmoidality of an allosteric dose-
response relation in a linear-linear plot (Fig. 8.1B�C).
Recognize that the S-shaped curve of hyperbolic load
synagics is due to a simple logarithmic scale-manipula-
tion and is quite different from the real sigmoid
relationship of allosteric synagics, except for the appear-
ance of their plotted curves (Fig. 8.1B�C).

8.1.7. Methods for Non-linear Fitting

Guidelines on how to apply non-linear methods for
parameter fitting and statistical evaluation of synagic
data � that is data from dose-responses at equilibrium,
are not detailed here. For these guidelines consult a
couple of the following texts: Waud (1975), Johnson
and Frasier (1985), Ratkowsky (1990), Wells (1992),
Bevington and Robinson (1992), Lawson and Hanson
(1995), Winzor and Sawyer (1995), Lew and Angus
(1997), Severini (2000), Grafen and Hails (2002),
Samuels and Witmer (2002), Marangoni (2003, pp.
33�36), Kenakin (2004), Motulsky and Christopoulos
(2004), Witte and Witte (2004) and Fox (2008). Also,
see Eisenthal and Cornish-Bowden (1974) and Cornish-
Bowden and Eisenthal (1974).

8.2. A Training Session

8.2.1. An Exercise

As a training session, it is my intention in this Sub-
chapter to demonstrate how you may select appropriate
tools to analyze data from experiments.

As mentioned in the introduction to Part III, we will
differentiate between the terms ‘intervention’ and
‘modulation’ in order to keep one- and two-state models
apart, OSM versus TSM (Table 8.1).

I have chosen an experimental situation where an ant-
agonist is suspected of inhibiting a process already
activated by an agonist in an interventory or modulatory
manner. The goal of this examination is to train you to
pick out a suitable formulation for the analysis of your
own experimental data, to test it, and to eventually reject
the employed hypothesis. Thus, the aim is to allow you
later on, on your own, to select or from the very start set
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Figure 8.4. Illustration of the factor-squared rule for Hill
reaction schemes. In Hill reaction schemes with a Hill
coefficient equal nH, for any set of values for the ligand
concentration symmetrically distributed around [S]/Kd, i.e.,
with an equal factor above and below [S]/Kd, such that the
ratio [S2]/[S1] is equal to x and the ratio of pertinent responses,
R2/R1, is the square root of (S2/S1,)/nH : Thus: (R2/R1)/2=nH �S2/
S1. Here S2/S1 is a general co-operativity index for any value
of x. Compare with Ra for S2/S1 in Fig. 8.3. In the present
example, x�10, nH�2 and therefore R2/R1�10.
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up a theory formulated as an equation that will describe
the observed data points of an actual dose-response
relationship and, if matching the experimental data,
based on its formulation enable you to estimate the
value of parameters in the selected theory; mediating
additional insight into the regulatory processes of your
system.

8.2.2. Formulation of Simple Intervention

For our exercise, I have selected intervention with
suspected site interaction as an example. From earlier
experience, we know that intervention described in
Chapter 2 (or modulation, see Chapter 15) may be
dealt with by simply raising the symbols for concentra-
tion in our load formulations to a power. The power
exponent is a parameter in our equation. This type of
exponentiation was first implemented by Hill in an
attempt to deal with the load-deviant behavior of
oxygen-binding to hemoglobin; not for the purpose of
describing the mechanism behind the deviant behavior,
but merely as a practical handle (Hill 1910). (More on
the Hill equation can be found in Chapter 10.)
Although such a procedure may not have the right
physical meaning, we will use it as an instructive
instrument. What we are seeking to extract are estimates
for the parameters of a theory, our tool, such that the
equation of the theory, with these estimates inserted,
best fits the experimental data.

In the realm of allosteric schemes, there are numer-
ous models possible, with or without immanent co-
operativity and/or heterotropic modulation. But, with a
choice of inhibition due to simple negative intervention
and not to allosteric modulation, it turns out to be a
selection between three special theories related to so-
called ‘mixed-inhibition’ (Tables III.2 and 8.1). Within
the general intervention scheme (Fig. 2.1), it is a model
of non-competitive inhibition, of competitive inhibition
type II, or of full and negative interventory interactions
when c�0 (Chapter 2).

For our exercise, to start simple, the equations
required are: (1) the Langmuirian load, (2) the
reverse-Langmuir or hyperbolic decay equation, (3) the

Hill equation, and (4) the reverse Hill equation. What I
mean by all this can be explained by Eqs. 8.1�8.4.

The exercise will equip you with a better feel for
formulating a reaction scheme that matches your own
particular experimental system.

8.2.3. The Hill and the Reverse Hill

The Langmuir Eq. 1.11 for the load for agonists may be
written as:

y �
ymax

1 � (Kss=S)
; (8:1)

(Fig. 8.5A), while the hyperbolic decay equation for
inhibitors1 may be written as:

y�
ymax

1 � ([I]=Kii)
; (8:2)

(Fig. 8.5B), a companion Hill equation to Eq. 8.1 can be
equated as:

y �
ymax

1 � (Kss=S)ns
; (8:3)

(Fig. 8.5C), and a reversed Hill equation as a pendant to
Eq. 8.2 is equal to:

y �
ymax

1 � ([I]=Kii)
ni
; (8:4)

(Fig. 8.5D). Eq. 8.4 is the so-called reverse Hill equation
and is simply a formulation of an inhibitor displacing an
agonist binding or blocking an agonist response by
involving more than one binding site for the inhibitor
and formulated for a negative intervention or a mod-
ulatory reaction scheme.

In the Hill Eq. 8.3, ns is Hill’s coefficient for a number
of agonist binding sites, and in the reverse Hill Eq. 8.4,
ni is the Hill coefficient for the number of interventor or
modulator binding sites. Both the Hill equation and the
reverse Hill equation have the underlying assumption of
an all-or-none reaction equal to simultaneity (Chapter
10: Hill-in-Hell). ‘Hill’ describes a multi-site phenom-
enon and not the site-interaction effects of intervention
or modulation. Still, the Hill equations can fit to dose-
responses with underlying site interaction. The best fit
value of the Hill coefficients ns and ni is a semi-
quantitative estimate of the underlying processes of
site interaction. An example of the discrepancy between
‘Hill’ and site-interaction is illustrated in Fig. 6.11.

In case the agonist itself renders a display of ‘site
interaction’ in its dose-response curve, we analyze so-
called auto-intervention or co-operativity with Eq. 8.3.

Table 8.1. Comparable Terms from OSM and TSM Modeling

One-state models

(mixed inhibition/

acceleration)

Two-state

models

(allostery) Comments

Intervention Modulation Heterotropic site interaction

parameter c"1

Auto-intervention Co-operativity Homotropic site interaction

parameter c?"1

Parameters c and c? are defined in Chapters 2, 3 and 7.

1 Linearized forms of the hyperbolic decay equation are the Cornish-
Bowden and Dixon plots (Table 8.3).
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Eq. 8.4 is for the analysis of dose-response curves with
indication of intervention or modulation, similar to
Eq. 8.3, but now for an inhibitory action with a molecule
different from the agonist and binding to it own sites
with dissociation constant Kii.

Therefore, in practice, the Hill equation is used
conveniently for evaluating agonistic site interactions,
for example, when there is auto-intervention or co-
operativity, just as the reverse Hill equation may be
employed conveniently for the study of inhibitory rela-
tions, when dose-responses for alien agents display
possible negative intervention or modulation in the
presence of an agonist.

8.2.4. Non-competitive Versus Competitive Type II
Intervention or Auto-intervention

In our exercise, an issue that must be addressed initially
is which type of inhibition is at play in the hyperbolic
decay and its deviation described in Eqs. 8.2 and 8.4.
Which intervention or modulation do the hyperbolic
decay equations describe? Alternatively, how are we to
understand the dissociation constant Kii in Eq. 8.2 as
well as in the reverse Hill Eq. 8.4, likely measured as an

experimental IC50? In Chapter 2, we saw that Kii could
be the dissociation constant for competitive inhibition
type II, for non-competitive inhibition reactions, or for
full intervention schemes where c]0. Kii may thus have
different meanings. Of course, only the experience of
our experimentation can guide us in selecting the best
formulation and the most appropriate understanding of
the IC50 and its underlying Kii.

As an example, in competitive type II inhibition, the
IC50 is dependent on the concentration used for the
agonist, while the IC50 is independent of agonist
concentration used for non-competitive synagics. In
this latter case, the apparent Kii remains the same as
the real Kii no matter what concentration of agonist is
used (confer with equations in Sections 2.4.5 and
2.4.10). Thus, for an inhibitor, the hyperbolic decay
Eq. 8.2 and the reverse Hill Eq. 8.4 are for non-
competitive reactions (cf. with inhibition parameters in
Table 8.3), whereas, the dose-response curve for a
competitive inhibitor is breaking the factor-squared
rule (Section 8.1.4).

Since the present reverse Hill Eq. 8.4 for non-
competitive synagics is not a reverse Hill equation for
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Figure 8.5. Semi-log plots of agonist load (A), inhibitor load (B), Hill (C), and reverse Hill (D). The inhibitor or ant-agonist load
(B) is known as ‘hyperbolic decay’, while the semi-log plot of a Hill equation (C) by some is called a ‘logistic equation’.
Consequently, in fact all four semi-log presentations (A�D) are ‘logistic equations’ or ‘logistic plots’ because the independent
variable concentration is transformed to a logarithmic scale in all four and not just for the Hill equation.
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competitive inhibition type II, which equation will
describe competitive inhibition type II with possible
‘site interaction’? Furthermore, what about a dose-
response with possible auto-intervention for an agonist
also deviating from the factor-squared rule?

With its base in competitive synagics, the apparent Kii is
a function of the agonist concentration, where the
apparent Kii equals IC50�Kii �(1�S/Kss) (see Section
4.2.2 and 4.2.4), even when it is assumed there is no
agonist-induced intervention. When intervention is in-
volved as well, the apparent Kii may be approximated
with IC50�(Kii)/

ni *(1�(S/Kss)/
ns ): The question now is

whether this means that our reverse Hill equation for
competitive inhibition type II with different multi-site
effects for agonist and ant-agonist molecules should be:

y�
ymax

1 � (Ini=IC50)
�

ymax

1 �
[I]ni

K
ni

ii � (1 � (S=Kss)
ns )

: (8:5a)

In the right-hand side of Eq. 8.5a, the IC50 is replaced
with (Kii)/

ni �(1�(S/Kss)/
ns ):

A similar description with an alternative derivation
was carried out and used for experimental data analysis
by Lazarenao and Birdsall (1993a,b). Their derivation
was built on Waud’s inclusion of the Schild approach
(Waud 1975, 1976; Waud et al. 1978) and was completed
with Hill’s multi-site ‘interaction’.

Another possible derivation is to take the distribution
function of competitive inhibition type II (Eq. 2.15),
and simply raise the concentration terms to a power.
Thus, Eq. 2.15 becomes:

y�
ymax

1 �
1 � ([I]=Kii)

ni

([S]=Kss)
ns

: (8:5b)

Eqs. 8.5a and 8.5b we may baptize the ‘vent-auto-vent-
II’ equation, since it is supposed to apply when a synagic
scheme is a competitive inhibition type II displaying
intervention and/or negative auto-intervention or

rather multi-site effects for both agonist and ant-agonist.
However, is it the right formulation? We will examine
this in Section 8.2.7.

8.2.5. Actual Plus Remaining Response and
Their Logit Formulation

In Chapter 2 on simple competitive, non-competitive,
and interventory inhibition, we saw how it is possible to
switch between the actual response and the not-yet
induced effect � the remaining response � for possible
responses that operate between 0 and 100%, where
100% is equal to the maximal response for a given
system. Reaction schemes for the remaining activity or
occupancy are in Sections 2.4.7 and 2.4.11, and a plot of
this is shown in Fig. 2.5.

I have named the induced effect due to a substrate or
an agonist at a given concentration [S?], the actual
response (ar), and the remaining not-yet induced effect
we can call the remaining response (rr). If the total
possible response is TR, then we have TR�ar�rr
(Fig. 8.6A).

At a given interventor concentration equal [I?] elicit-
ing an inhibitory response in an already induced
response due to an agonist, the actual inhibitory
response for an interventor is called air, and the
remaining not-yet induced inhibitory response we may
call the remaining inhibitory response (rir). The total
inhibitory response is TIR, therefore we have TIR�
air�rir (Fig. 8.6B).

We can now write a general and simple expression for
the responses to agonists and inhibitors. Later we will
deal with both intervention/modulation and auto-inter-
vention/co-operativity involving reversible but different
types of interaction between separate sites for binding
and induced by either agonists, interventors or mod-
ulators, where constants c and c? differ from unity
(Chapters 2, 7, and 15). Here, in order to simplify
matters, we will initially assume no competitive reversi-
ble interaction between agonist and inhibitor, and no

Table 8.2. Characteristics of Theoretical Dose�response Curves According to Eq. 8.5b

Altering fixed ratio As/Ai

by increasing parameter Top-point of d�r curve move Broadness of bell Fitted Hill coefficient (nH)

For nsBni

As No Increase �
Ai Left Decrease �

For ns�ni

As Left � Increase towards ns

Ai Right � Decrease towards ni (zero)

Principal effects on curve appearance due to changes in values of parameter As or Ai for either nsBni or ns�ni. The observed shifts in curve appearance are for the
top-point and broadness of bell-shaped dose-responses, i.e., for increasing [S] when nsBni. For continuously increasing dose-responses from 0 to 100% response ,
shifts are in positioning and change of fitted Hill coefficients for the curves, i.e., for increasing [S] when ns�ni. Examples of the appearance of theoretical dose�
response curves with altered parameters for Eq. 8.5b are shown in Fig. 8.9 (panels E�H).
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auto-intervention or co-operativity for either interventor
or agonist, i.e., both constants c and c? are at unity in the
intervention reaction Schemes 2.1 and 3.1, and ns and ni

are also assumed at unity. This leaves us with a non-
competitive interaction (Fig. 2.5).

For the agonist we have:
(i) the ar given by a Langmurian equation:

ar

TR
�

S

S � Kss

; (8:6)

(ii) and its rr, which is given by a reversal of the
hyperbolic expression and obtained by for instance
subtracting from 1 the expressions on either side of
the equal sign:

1�
ar

TR
�1�

S

S � Kss

0
rr

TR
�

Kss

S � Kss

: (8:7)

(iii) A relative expression of Eq. 8.6 is obtained by
subtracting the nominators from the denominators
(regula detri rule 1b in Box 1.1) or dividing Eq. 8.6
with Eq. 8.7, thus:

ar

TR � ar
�

S

S � Kss � S
0

ar

rr
�

S

Kss

; (8:8)

(iv) taking the log on both sides of this equation, we
obtain a so-called ‘logit’ of the ar function in Eq. 8.6:

log
ar

TR � ar
� log

ar

rr
� logS� logKss: (8:9)

The linear and semi-log plots of Eqs. 8.6 and 8.9 are
illustrated in Fig. 8.7A�B and 8.7C, respectively.

For the non-competitive interventor, the comparable
expressions are:

(i) the air, a Langmuir-type equation:

air

TIR
�

I

I � Kii

; (8:10)

(ii) its rir, a hyperbolic decay equation:

1�
air

TIR
�1�

I

I � Kii

0
rir

TIR
�

Ki

I � Kii

: (8:11)

Reciprocal transformations of this equation to linear-
ity are no longer modern, but in passing, for historical
reasons, I may mention that two of its linearized forms
are the so-called Dixon and Cornish-Bowden plots (see
Table 8.3).

(iii) Using r.d. rule 1b in Box 1.1, the relative expres-
sion for non-competitive inhibition in Eq. 8.10 becomes:

air

TIR � air
�

I

I � Kii � I
0

air

rir
�

I

Kii

; (8:12)

which may also be obtained by dividing Eq. 8.10 with
Eq. 8.11.

Again (iv) taking the log on both sides of this
expression yields the logit of air in Eq. 8.10:

log
air

TIR � air
� log

air

rir
� logI�logKii: (13)

The linear and semi-log plots of Eqs. 8.10 and 8.13 are
depicted in Figs. 8.7D�E and 8.7F, respectively.

In case the results from our experiments do not
indicate that the agonist and inhibitor compete exclu-
sively for the same sites (simple competitive type I ant-
agonism), and further as assumed above, neither the
agonist nor the inhibitor exhibit auto-intervention or co-
operativity (no deviation from the 82-% rule), then the
above cited equations and related plots may be used for
an analysis of our experimental data. Thus, if we have
stimulated a system partially with an agonist, applying
increasing concentrations of an inhibitor should yield
plots such as Figs. 2.5 and 8.7. Further, we may use
either Eqs. 8.10 or 8.11 in order to extract fitted
parameter values for TIR and Kii. Chapter 9 provides
details on how to plot and analyze such expressions.

8.2.6. Overlaid Intervention Involving Hill or
Reverse Hill Equations. The Hill Plot

In Chapter 10: ‘Hill in Hell’, the reaction scheme
described by Hill’s equation is most unlikely, since the
implications of this formula is a simultaneous or
complete occupancy at all the reaction sites before any
response can take place, and such a scheme is probably
not relevant in most equilibrium systems. On the other
hand, Hill’s principle may be used as a semi-quantitative
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Figure 8.6. Semi-log plots of actual and remaining responses.
(A) The dose-response ‘a-r’ for an agonist concentration [S?]
and the remaining response ‘r-r’ for agonist concentrations
higher than [S?]. The total response TR�a�r�r�r. (B) The
dose-response ‘a-i-r’ for ant-agonist concentration [I?] and
the remaining inhibitory response ‘r-i-r’ for ant-agonist
concentrations higher than [I?]. The total inhibitory response
TIR�a�i�r�r�i�r.
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measure of the underlying unknown synagic scheme
and its possible interventory or modulatory behavior, as
long as we recognize the limitations of the determined
Hill exponents, nH, ns, or ni, and the extracted dissocia-
tion constants.

Therefore, let me continue by using the Hill expres-
sion, with the Hill exponent termed ns for interactions
of agonists at stimulatory sites and a reverse Hill
expression with its Hill exponent dubbed ni for interac-
tions by non-competitive ant-agonists at inhibitory sites
different from the stimulatory sites.

First, our theory is agonism with multi-site effects (the
factor-squared rule is violated) and to analyze its dose-
response we have a Hillian equation:

(i) for the ar:

ar

TR
�

Sns

Sns � K
ns
ss

�
1

1 � (Kss=S)ns
; (8:14)

(ii) and for its rr:

1�
ar

TR
�1�

Sns

Sns � K
ns
ss

0
rr

TR
�

1

1 � (S=Kss)
ns
: (8:15)

(iii) The relative Hill equation of Eq. 8.14 is obtained
by using r.d. rule 1b in Box 1.1, or dividing Eq. 8.14 by
Eq. 8.15:

ar

TR � ar
�

Sns

Sns � K
ns
ss � Sns

0
ar

rr
�

�
S

Kss

�ns

: (8:16)

The linear and semi-log plots of Eq. 8.14 are plotted
in Fig. 8.8A�B.

(iv) Taking the log on both sides gives us the logit-Hill

log
ar

TR � ar
� log

ar

rr
�ns+log S�ns+log Kss; (8:17)

which is a straight line with a slope of ns (Fig. 8.8C). The
logit-Hill (Cornish-Bowden & Koshland 1975; De Lean
et al. 1978) is also known as the ‘Hill plot’ (Table 8.3)
(Taylor & Insel 1990, p. 55).

Since non-linear fitting to data of the Hillian equation
by modern software is as easy as analyzing its logit, we no
longer have to make the logit transformation, and can
ignore Eq. 8.17 and Fig. 8.8C. However, for statistical
evaluation of synagics, logit as well as semi-log transfor-
mations may be advantageous (Finney 1971, Chapters
2�4; Motulsky & Christopoulos 2004, pp. 263�264).

For the ant-agonists, we obtain similar Hillish expres-
sions to be applied on experimental data for which we
assume ‘site interaction’ due to multi-site effects with
inhibitory sites ‘affecting’ each other or at stimulatory
sites where the agonist operates and may display
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auto-multi-site effects. These two reaction schemes and
their formulation can be used as tools when response
data from increasing concentrations of an ant-agonist or
the agonist itself seem to violate the factor-squared rule.

Next, to analyze such behavior of a non-competitive
inhibitor, but viewed as an increasing action and
operating at a multi-sited protein, we have:

(i) a Hill-inspired equation:

air

TIR
�

Ini

Ini � K
ni

ii

�
1

1 � (Kii=I)ni
: (8:18)

(ii) Its reverse Hillian type equation for the remaining
inhibitory response is:

1�
air

TIR
�1�

Ini

Ini � K
ni

ii

0
rir

TIR
�

1

1 � (I=Kii)
ni
: (8:19)

(iii) With r.d. 1b in Box 1.1, the relative expression for
Eq. 8.18 is:

air

TIR � air
�

Ini

Ini � K
ni

ii � Ini
0

air

rir
�

�
I

Kii

�ni

: (8:20)

Eq. 2.20 may also be obtained by dividing Eq. 8.18
with Eq. 8.19.

As before, (iv) the logit of air in Eq. 8.18 is:

log
air

TIR � air
� log

air

rir
�ni+log I�ni+log Kii; (8:21)

simply obtained by taking the log on both sides of
Eq. 8.20. Fig. 8.8D�E are linear and semi-log plots of
Eq. 8.18, and Fig. 8.8F is a plot of Eq. 8.21, a logit or
a pseudo-Hill plot (Table 8.3) (Taylor & Insel 1990,
pp. 56�59). Again, the logit transformation is not
necessary with modern computer software at hand,
and we can skip Eq. 8.21 and Fig. 8.8F, although not
in statistical evaluation, cf. with the arguments above
about statistical analysis for ordinary Hill plots.

In summary, thus far, for synagic agonism deviating
from load, i.e., breaking the factor-squared rule, a useful
analytical tool is the Hill-type equation:

ar

TR
�

1

1 � (Kss=S)ns
; (8:14)

depicted in Figs. 8.5C and 8.8A�B.
For a different compound with the effects of inter-

ventory inhibition and with its inhibitory response viewed
as a rising response, one simple expression for its
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analysis is the reverse Hill dose-response equation for a
non-competitive inhibitor:

air

TIR
�

1

1 � (Kii=I)ni
: (8:18)

as shown in Figs. 8.5D and 8.8.C�D.
The coefficients ni and ns are equal to 1 in case there

is no intervention/modulation for either an interventor
or a modulator or no auto-intervention/co-operativity
for an agonist or a substrate. Chapter 9 contains guide-
lines for plotting and non-linear fitting that easily
resolves best parameters in these two expressions,
Eqs. 8.14 and 8.18.
Of note, in the full intervention schemes of Sub-
chapters 3.3 and 2.5, the constants c? and c are in effect
reinterpretations and replacements of the Hill coeffi-
cients ns and ni, although the meaning of the two sets of
parameters is totally different. Intervention parameters
are for site-interaction, while the Hill parameters are for
multi-sitedness.

8.2.7. When Inhibition is Mutually Exclusive or
that of Allostery

Finally, what happens when the former analyses have to
be evaluated under the expectation or suspicion of
competitive inhibition type II or between neighboring
receptive units with genuine heterotropic allostery, a
reaction scheme allowing simultaneous binding of both
agonist and modulator? Let us for simplicity assume a
system with competitive interaction of the secondary
type, i.e., a reaction scheme where individual receptive
units affect each other by binding of ligands excluding
each other and with no co-lateral binding (see Section
2.4.2 and Sub-chapter 2.6).

In this situation the hyperbolic decay equation must
also respect possible different effects for agonist and
inhibitor activity at different receptive unit, each posses-
sing binding sites for either agonists or inhibitors; we do
not anticipate reciprocal haptic affection between in-
dividual receptive units, where each unit has one or
more binding sites, but rather sheer multi-site effects.

In the hyperbolic decay equation for non-competitive
inhibition, the Kii will be equal to an apparent dissocia-
tion constant for the inhibitor (Chapter 4). For compe-
titive inhibition type II, the apparent dissociation
constant appKii (IC50) will differ from its Kii when
analyzing for parameter values TIR, ni, and Kii based
on experimental data. In order to acknowledge the
influence of the ‘interaction’ between sites bound with
agonist and inhibitor as elicited between two different
receptive units, it is a tempting approach to include a
correction term for the inhibitor dissociation constant
by following a Hill-modified Cheng�Prusoff equation
(Chapter 4): IC50 �(Kii)

ni �(1�(S=Kss)
ns ): Inserting this

expression in Eq. 8.18 yields Eq. 8.5a suggested above,
which is repeated here:

y �
ymax

1 � (Ini=IC50)
�

ymax

1 �
[I]ni

K
ni

ii � (1 � (S=Kss)
ns )

: (8:5a)

A similar equation was derived but with a Schild slope
factor included for the ni parameter (Lazareno &
Birdsall 1993a) and used to analyze experimental data
(Lazareno & Birdsall 1993b).

We may also just take the ordinary competitive
inhibition type II formula and raise its concentration
terms with an exponent, as in Section 8.2.4. The derived
formula is repeated here:

y�
ymax

1 �
1 � ([I]=Kii)

ni

([S]=Kss)
ns

(8:5b)

Notice that the true Kii is exponentiated with an
inhibitor exponent ni, and the influence of an agonist is
also exponentiated with agonist exponent ns.

Eqs. 8.5a,b can easily be handled by modern computer
software to extract fitted parameter values (see Chapter
9 for its execution). Examples of such analyses are
shown in Figs. 8.9A�D and 8.9E�H.

With knowledge of [S] and the constants ns and Kss,
these parameter values should be inserted in the
equation for hyperbolic decay in type II competitive
inhibition (Eq. 8.5). This will yield a better estimate of
Kii although it is only correct when ‘Hill interactions’ are
dominating, i.e., simultaneity in occupancy of all sites
(Chapter 10: Hill-in-Hell), or concerted conformational
change of all subunits before a response is obtained as
in classical MWC-allostery (Chapter 15).

As stated previously, there is no argument for a
transformation of Eq. 8.5 to either the logit-Hill or the
logit-reverse Hill types of expression. In the examples
above, these transformations were only carried out for
pedagogic reasons and in order to expose their rele-
vance for statistical evaluation as of today.

8.2.8. Is it Worth it?

Yes, as an excercise it is. Meanwhile, unfortunately, the
entire exercise in Section 8.2.7 is somewhat futile. It gives
no meaning to the attempt to obtain a Hillian type
equation for competitive inhibition type II. The problem
with Section 8.2.7 is as follows. Prerequisites for synagics
of competitive ant-agonism or inhibition do not include
possible site interaction in the accepted sense. Competi-
tive inhibition simply competes by playing on multiple
identical binding sites. The competitive inhibition
schemes do not rely on site interaction. Therefore, it is a
contradiction to speak about ‘competitive intervention’
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Figure 8.9. Examples of theoretical dose�response curves based on the vent-auto-vent-II equation (Eq. 8.5). Panels A�D for
Eq. 8.5a and panels E�H for Eq. 8.5b. In 2-D graphs (panel A, C, E, and G), each plot in either graph is the fractional response as
a function of simultaneously increasing both agonist and interventor (‘ant-agonist’) concentrations, i.e., the ratio [agonist]/[ant-
agonist] is fixed for each plot. This corresponds to following the arrows shown in the concentration plane in the neighboring 3-D
graphs (panels B, D, F and H). The fixed concentration ratio is varied between five plots in 2-D graphs A, C, E, and G and
between three plots in 3-D graphs B, D, F, and H, cf. color code. In 2-D graphs the association constant As (�1/Kd or �1/Kss) is
increased by a factor 102 in five steps from 10�4 (__) to 104 (__..__..__), and in 3-D graphs by a factor 104 in three steps from
10�4 to 104 (red, green, blue) while equilibrium association constant Ai (�1/Kii) is kept equal to 100 in A�D and to 1 in E�H.
Panels A�B and E�F are for ns�2 and ni�1. Panels C�D and G�H are for ns�2 and ni�3. The general effects of
parameter changes are shown in Table 8.2 for the regime in Eq. 8.5b (panels E�H).
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as well as to try to formulate it! Remember that parameters
c and c? are equal to zero in competitive inhibition
(Chapters 2 and 3).

Competitive inhibition is also a contradiction to the
intervention-Hillian schemes as the latter presuppose
mutual inclusive binding, whereas the competitive inhibi-
tion/ant-agonism assumes mutually exclusive binding.

Competitive inhibition type II and its analysis in Sub-
chapter 8.2 could be valid if we postulated a new
receptor-substrate action, where for instance an earlier
binding to a secondary receptive unit, no longer
liganded, could still elicit a conformational change of
some extended duration in the primary receptive unit,
thereby preventing the agonist from binding here.
However, in reality, that is abandoning the concept of
competitive inhibition. Rather, to solve this dilemma, we
may accept a move into issues on time-dependent (1)
hysteresis (Paton 1961; Gosselin 1969; Frieden 1970;
Storer & Cornish-Bowden 1977; Kaiser 1980; Topham
1990; Topham & Brocklehurst 1992); and (2) non-
equilibrium effects (Cornish-Bowden & Storer 1986;
Lazareno & Birdsall 1995; Lazareno et al. 2000; Lew
et al. 2000; Avalani et al. 2004; May 2007). Certainly, its
discussion will uproot us from synagics to kinetics, a
topic beyond this text.

Thus, we learn that simple competitive inhibition with
two binding sites cannot be transformed into an inter-
ventory or modulatory scheme, not to mention a
possible Hillian transformation with several binding
sites for the same ligand. Simple competitive inhibition
does not match with intervention or, so to speak, with
‘Hill-intervention’.

Another question arises in this connection. Since
Schild analysis is based on simple competitive inhibition
with c�0, can the Schild analysis be implemented for
an intervention scheme, for instance an ‘allosteric’
ternary-complex model with two different binding sites
and c�0?

Well, independent of the reader’s answer, such an
analysis has been carried out by Ehlert (1988).

8.3. Scatchard’s Plot and Non-reciprocal
Tools with Non-linear Adjustments

8.3.1. The Scatchard-(Hofstee) Analysis

A brief account of the derivation of the Scatchard-
(Hofstee) plot and its use in analysis can be found in
several texts (e.g., Winzor & Sawyer 1995, Chapter 7)
and in greater detail in, for instance, Segel (1975, 1993).

To trigger the reader’s curiosity and welcomed
opposition, I classify the Scatchard plot as an obsolete
plot (see Table 8.3).

8.3.2. Historic Development of Reverse Plots

Barnett Woolf is said to have originally suggested the
three classical reciprocal forms of the HMM relation for
response versus concentration (R-vs-S) (Haldane & Stern
1932; Haldane 1957), where HMM stands for the steady-
state s-load equation (see note 1 in Chapter 10). His-
torically, succeeding Woolf, a v/[S]-vs-[S] form of the
s-load relation was first suggested by Hanes (1932)
(Fig. 8.10B), followed closely by Lineweaver-Burk
(1934), who used the double reciprocal 1/v-vs-1/[S]
plot to analyze data (Fig. 8.10C). The v-vs-v/[S] Woolf-
plot was re-derived by Eadie (1942), then by Augustinsson
(1948), and later by Hofstee (1952) (Fig. 8.10D). Scatch-
ard (1949) suggested a reverse plot of the Eadie v-vs-v/[S]
plot, viz. v/[S]-vs-v. Scatchard’s plot is obtained by
switching axes in Fig. 8.10D. Some ascribe this latter
plot type to Eadie as well, and therefore it is designated
‘an Eadie�Scatchard plot’ (e.g., Segel 1975, 1993).
However, as Eadie meant a v-vs-v/[S] and not a v/[S]-vs-
v plot (see also Eadie et al. 1949), we ought to speak about
an Eadie plot and a Scatchard plot. As the Eadie and
Scatchard plots are mere mirror images of each other, in a
sober-minded wor(l)d we may nevertheless talk about an
Eadie�Scatchard plot. The plots are listed in Table 8.3.

In cotransport literature, as an example, the Eadie
plot (v-vs-v/[S]) is most often referred to as a Hofstee
plot. However, the correct designation of an Eadie/
Hofstee plot is a Woolf�Eadie�Augustinsson�Hofstee
plot (a WEAH plot).

8.3.3. Comparing Semi-log Plots with Hanes,
L&B and Eadie�Scatchard Plots

Figure 8.10 shows the four most general plots of
presenting and evaluating concentration-binding or
dose-response data according to load at equilibrium or
steady-state � simple synagics. These plots are (1) the
semi-log plot (Fig. 8.10A) which may be combined with
non-reciprocal tools and non-linear parameter fitting;
and the reciprocal plots of (2) Hanes (Fig. 8.10B), of (3)
Lineweaver�Burk (L&B) (Fig. 8.10C), and of (4) Eadie�
Scatchard (Fig. 8.10D). The three reciprocal plots may
be combined with linear regression analysis. All three
reciprocal plot types have had their proponents (Hofs-
tee [Dixon & Webb] 1959; Cressie & Keightley 1981).

At this point, though stated several times before, I am
tempted to reiterate some issues. Judging and compar-
ing the above four analyses, the non-reciprocal trans-
formed plots, semi-log and logit in Table III.1,
combined with non-linear parameter fitting is the most
reliable and useful method even for the simplest
adsorption scheme (Burgisser 1984).
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Fitting parameters may be carried out on either a
linear-linear plot or its semi-log form by software such
as SigmaPlot, as demonstrated and effectuated in
Chapter 9. Of the three remaining types of analyses,
in general the Hanes plot is the most reliable with the
L&B plot the least reliable (Dowds & Riggs 1965;
Keightley & Cressie 1980). Although the two L&B co-
ordinates are less meaningful than the co-ordinate axes
of the Hanes and Eadie�Scatchard plots (Hofstee 1959;
Eisenthal & Cornish-Bowden 1974; Cornish-Bowden &
Eisenthal 1974; Cornish-Bowden 1995), analysis of data
using the L&B plot have been preferred by many
researchers because its two co-ordinates, 1/response vs
1/concentration, are statistically independent, which
they are not for either the Hanes or the Eadie�
Scatchard plots (Hofstee 1959, p. 1298). In addition,
independent co-ordinates are required for a sound
statistical analysis (Atkins & Nimmo 1975, 1980). See
Section 8.1.7 for more literature on tools for non-linear
fitting of theory to experimental data and its statistical
evaluation.

The arguments about the benefits of reciprocal plots
do not hold for a comparison with a theory evaluated by
non-linear parameter fitting to non-transformed experi-
mental data in an ordinary linear-linear or a semi-log

representation. Thus, of all four plots, the non-linear
parameter fitting of theory is the most reliable in a semi-
log or logit transform of either load or Hill equations to
experimental data.

Therefore, the conclusion is: Always use semi-log plotting
of R-vs-S for an immediate evaluation and non-linear regres-
sion to further analyze your experimental concentration-binding
or dose-response data.

8.3.4. When Assumptions do not Hold

Characteristics of how intervention, modulation or a
distribution of receptors with non-homogeneous (het-
erogeneous) binding or response affect the four plots
are shown in Figs. 8.11 and 8.12.

Clearly, hints about deviant behavior from simple load
are revealed in all four types of plots (compare panels A-
D in Fig. 8.10 with identical panels in Figs. 8.11 and
8.12). At face value, reciprocal transforms of deviant
data result in more spectacular theory-divergent plots
than the semi-log plot. Notwithstanding, with experi-
ence and use of the factor-squared rule, the semi-log
plot will reveal aberrant behavior just as well Fig. 9.28D.

However, researchers are often tempted to accept
linear models and linear regression even when it is not
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Figure 8.10. Four plot types of simple load dose-response. Semi-log (A), Hanes (B), double reciprocal or Lineweaver�Burk (C),
and Eadie�Scatchard (D). Details about plots B, C and D can be found in, for instance, Segel (1975, 1993).
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warranted. Furthermore, published results show that
researchers employing Eadie�Scatchard plotting and
evaluation by linear regression analysis are duped and
overlook or ignore deviant behavior of equilibrium data
(Klotz 1982). Examples of this are legio.

Deviation from linearity in the Scatchard plot due to
experimental error has been summarized by Kermode
(1989), while such error will of course also have to be
dealt with in all other types of plots and their analyses.
Kermode divided errors into types yielding either
upward concave or downward concave Scatchard plots
(Kermode 1989, Table 1).

8.3.5. Analysis of Compounded Reaction
Schemes

Segel has derived the linear transforms for a host of
more elaborate reaction schemes (Segel 1975, 1993,
especially Chapter 9). The statistical confidence for the
determined parameters from these linearly-transformed
reciprocal models of compounded reaction schemes are
even more uncertain than for the simple models, and
will only further contribute to their inherent statistical
problems. Therefore, when more complicated models
or expressions are needed to analyze experimental data,

i.e., data deviating from the simplest synagic schemes,
then the only possible conclusion is: for statistical
evaluation of your experimental concentration-binding or
dose-response data always use linear, semi-log, or logit plotting
and non-linear regression analysis.

8.3.6. Eadie�Scatchard Wins Over
Non-reciprocal

Sometimes, with careful analysis of limited data, the
Eadie�Scatchard plot, also referred to as the ‘indepen-
dent plot’, may actually predict numbers of binding
sites, where the semi-log plot of R-vs-S plus non-linear
fitting to the load-theory are unable to resolve the
number of binding sites. For an estimation of the
number of binding sites to be extracted by a non-linear
fitting procedure to a non-reciprocal load relationship,
concentration-binding or dose-response data have to be
collected for doses above Kd of the process, that is, above
the inflection point of the S-shaped curve in a semi-log
plot (Figs. 8.1B and 8.10A). A non-linear fitting of
parameters to data in the semi-log plot (or an ordinary
linear-linear plot as in Fig. 8.1A) is only possible with
concentrations above the semi-log inflection point, that
is, including co-ordinates above IC50 and 50% effect.
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Figure 8.11. Four plot types of the Hill formulation. Semi-log (A), Hanes (B), double reciprocal or Lineweaver�Burk (C), and
Eadie�Scatchard (D). The Hill coefficient is 2.
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This is not required for the Scatchard plot as explicitly
demonstrated with the Feldman-Klotz discussion in 1982
and 1983 (Klotz 1982; Munson & Rodbard 1983; Feld-
man 1983; Klotz & Hunston 1984; Klotz 1985), although
the debate involves a clear warning against sketchy
Scatchard plots.

8.3.7. A Perspective on Type I and Type II
Competitive Inhibition

Competitive ant-agonism/inhibition is based on either
one or two binding sites (Fig. 2.4). This fact give a type
of seamless transformation to the full intervention
scheme discussed in Chapter 2, and is maybe the reason
why competitive inhibition, non-competitive inhibition,
and intervention schemes in their analysis are often
mixed together when they should not be. Two examples
of this may suffice. (1) It is problematic to combine a
Hill type approach with competitive inhibition � the first
requires simultaneous binding (Sub-chapter 8.2), the
other requires mutually exclusive binding (see Chapter
2); and (2) it is inconsequent to combine a Schild
analysis with an intervention model � the former

requires competitive ant-agonism/inhibition where
parameters c or c? are equal to zero, the latter requires
that these two parameters are different from zero (see
last paragraphs in section 8.2.8 and Chapter 11).

8.3.8. Conclusion on Reciprocal Plots

As stated already, collection of concentration-response
data from above an inflection point with for instance a
load theory in mind, is not as necessary for an Eadie�
Scatchard analysis as it is for fitting to non-reciprocal
data analysis, but the non-linear fitting is, in general,
preferable to the Scatchard procedure, since parameter
estimates based on non-reciprocal data will be more
accurate (also demonstrated for instance by Bürgisser
1984). Observe also, that for this reason Marangoni
completely skips reciprocal transformations for analysis
of enzyme synagics (Marangoni 2003). Furthermore, as
indicated several times, all kinds of synagic models and
not just the simple agonism in the Eadie�Scatchard
form may be tested and evaluated by non-linear para-
meter fitting to non-reciprocal data.
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Figure 8.12. Four plot types of a dose-response relation with two receptive units and both with Hill type co-operativity. Semi-log
(A), Hanes (B), double reciprocal or Lineweaver�Burk (C), and Eadie�Scatchard (D). Parameters for the plots: Ymax1�40, Kd1�
3.13, nH1�2.5, Ymax2�60, Kd2�20, and nH2�1.3.
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For inhibitors, a more detailed discussion about the
Schild method itself and about extracting inhibitor (ant-
agonist) dissociation constants by this method is post-
poned to Chapter 11.
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9CHAPTER

Plots, Fits and Data
Interpretation

Several software packages may be used for the analysis of
dose-response relations at equilibrium, also referred to
as synagics. As an example of this, the SigmaPlot
software version 9 (SP9) has been selected to present
data plotting, parameter fitting, and curve generation.
The SP9 is dedicated to these tasks and, at the same
time, it allows for analysis of user-defined theories,
presentation of 3-dimensional (3-D) mesh-plots of
theories with two independent variables, and even plots
of multiple 3-D plots in the same graph. For our
purpose, we will need all these capabilities. A SigmaPlot
version 10 is now available.

Subchapters 9.1�9.3 are brief courses on how to use
the software as an analytical tool for dose�response
relationships; the courses include making plots of
experimental data, fitting theories to curves, and gen-
erating 2- and 3-D plots of theoretical reaction schemes
for comparison with experimental curves.

In conclusion, Subchapter 9.4 explains the use of the
factor-squared rule, described in Chapter 8, for an estimate
on theory deviation from reality. Furthermore, the
testing of a theory on another theory is demonstrated.

Several of the ideas in the four subchapters are
general and should not be disturbed by adherence to
a specific software package. However, to gain maximum
benefit from the description in this chapter, a copy of
the SigmaPlot software should be running on an
accessible computer.

9.1. Sigmaplot Software to Plot, Fit and
Generate Curves

The objective of this subchapter is to make a plot of a
data set you supply, and then make a best-fit of a theory
to the supplied data. The fit calculates parameters such
that the theory most closely follows the data points.

At the end of the subchapter, the obtained best-fit
parameters are used to generate a curve on top of the
supplied experimental data.

9.1.1. Using the Sigmaplot Software to Generate a
Plot

We assume that you have a data set of concentration and
corresponding fractional response (in%) from either a
binding or a functional experiment.

Insert the data set of concentration (S) and effect (R)
in the worksheet of SP9 (Column 1 and 2, Fig. 9.1),1 and
select the Graph command (Fig. 9.1, arrow 1). This opens
a menu for graphs (Fig. 9.1). Select Create Graph (Fig.
9.1, arrow 2). A new menu appears (Fig. 9.2A). Select the
Scatter Plot (arrow 1), press Next (arrow 2), and arrive
at a new window (Fig. 9.2B). Select the Simple Scatter
(Fig. 9.2B, arrow 3), press Next (arrow 4), and find the
opening menu of a Create Graph�Data Format window
(Fig. 9.3A, arrow 1). Select XY Pair (Fig. 9.3A, arrow 2),
and press Next (Fig. 9.3A, arrow 3). A new window for
Create Graph�Select Data appears (Fig. 9.3B, arrow 4).
Data selection (as required in Fig. 9.3B, arrow 5) is
carried out by putting the cursor at the top of column 1
(concentration data) in the worksheet and left clicking
(Fig. 9.4A, arrow 1), followed by positioning the cursor at
the top of column 2 (response data) and left clicking
(Fig. 9.4B, arrow 2). Press Finish (Fig. 9.4B, arrow 3), and
a plot of S-values against R-values is displayed (Fig. 9.5).

The result in Fig. 9.5 is a linear-linear plot of the data,
with concentration data (co-ordinates) on the x-axis and
activity or binding data (co-ordinates) on the y-axis. At
this point, the dose�response data seem to follow a
simple hyperbolic relationship.

1 The SP9 software is ‘European’, therefore fractions are comma
rather than period delimited.
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Figure 9.1. SigmaPlot data-sheet with inserted data in two columns.

Figure 9.2. Menu to create graph in SigmaPlot software.
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Figure 9.3. Format of data for graph in SigmaPlot software.

Figure 9.4. Selection of data columns for plot in SigmaPlot graph.
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9.1.2. Using the Sigmaplot Software to Generate a
Semi-log Plot

To test that data in Fig. 9.5 represents a rectangular
hyperbola, we will convert the plot into a semi-log plot
where the x-axis is logarithmic. Left click twice on the x-
axis (arrow in Fig. 9.6). A menu appears (Fig. 9.7A). In
selecting Scaling (Fig. 9.7A, arrow 1), a Scale type
curtain appears (Fig. 9.7B, arrow 2). Open the Scale
type menu, select the Log (common) option (Fig. 9.7B,
arrow 3), and continue by clicking on OK (Fig. 9.7B,
arrow 4). The plot, a semi-log plot of your data, will be
obtained (Fig. 9.8).

Note that the x-axis in Fig. 9.8 is logarithmic.
We can efficiently test if the dose�response curve in

this plot fulfils the 82% or factor-squared rule, as described
in Sections 8.1.2 and 8.1.4. To test for deviations from
the factor-squared rule, see Section 9.4.1.

9.1.3. Using the Sigmaplot Software to Curve-fit to
Data

Based on the ‘scatter’ plot in Section 9.1.2 (Fig. 9.8), we
will allow the SP9 software fit a curve to our data points.
The curve will be based on the theory that data points
come from a load function, as described in Chapter 1.
As the SP9 software already has such a theory in its
toolbox, the task is simple. Start by selecting the scatter

plot (curve) in Fig. 9.8. This is done by setting the cursor
above one of the data points in the plot (linear-linear or
semi-log plot) and left-clicking once with the mouse
(Fig. 9.9, arrow 1). Next, select Statistics on the
command line (Fig. 9.9, arrow 2), and in the Statistics
menu select Regression Wizard (Fig. 9.9, arrow 3). A
Regression Wizard window appears with an Equation
Category (Fig. 9.10, arrow 1), in which we select
‘Hyperbola’ (Fig. 9.10, arrow 2), and in the appearing
Equation Name curtain, select ‘Single Rectangular, 2
Parameters’ (Fig. 9.10, arrow 3). Note, that the selected
theory is shown to the left in the Regression Wizard
window, labeled by the present author with ‘Your
theory:’. Next, press Next (Fig. 9.10, arrow 4). The
program suggests columns 1 and 2 for the variables to be
used (Fig. 9.11A, arrow 1), and since that is also where
we have our variables, press Next (Fig. 9.11A, arrow 2).
The program calculates the theory parameters a and b
equal to the maximum of the fractional activity or
binding (a) and the dissociation constant (b), and
displays the results in a new Regression Wizard window
(Fig. 9.11B).

Fig. 9.11B shows the estimated values for maximal
response (a) arrow 3, and for the dissociation constant
(b) arrow 4. Press Next (Fig. 9.11B, arrow 5), and the
Regression Wizard window appears (Fig. 9.12); here it is
possible to save the estimated parameters and the
statistical information to the spreadsheet by ticking

Figure 9.5. Display of ‘Scatter’ plot.
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Figure 9.6. Selecting the x-axis for re-scaling.

Figure 9.7. Logarithmic re-scaling of the x-axis.
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Figure 9.8. Display of semi-log re-scaled plot.

Figure 9.9. Selection of a plot for analysis in theory.
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Figure 9.10. Selecting a theory to fit to plot.

Figure 9.11. Run a fit routine by selecting the appropriate variable columns and obtain the fitted parameters of the theory.
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(shown by arrows 1�3 in Fig. 9.12), as well as creating a
report on the fitted parameters and the statistics for the
non-linear fitting procedure (Fig. 9.12, arrow 4).

9.1.4. Using the Sigmaplot Software to Generate
the Best-fit Curve

Continue with Next (Fig. 9.12, arrow 5). The display in
Fig. 9.13A appears and you can tick for generation of a
best-fit-theory curve for your data (Fig. 9.13A, arrow 1).
Click Next (Fig. 13A, arrow 2), and reach the Regression
Wizard window in Fig. 9.13B. The program suggests to
place the data it will generate for the best-fit plot in the
‘first empty’ columns of the spreadsheet (Fig. 9.13B,
arrows 3 and 4). This is fine, and we accept by clicking
on Finish (as indicated by arrow 5 in Fig. 9.13B). The
result is given in Fig. 9.14, where a best-fit curve is placed
on top of your experimental data points. As can be
observed, there is a good match between theory and
experiment (Fig. 9.14).

The best-fit curve is generated internally by the SP9
software which places 257 X-Y data points in the two ‘first
empty’ columns. These theoretical data points are cal-
culated automatically in SP9 by inserting the estimated
parameter values into the theory. To view these data
points in the spread-sheet, click at the spread-sheet
icon at arrow 1 in Fig 9.14. The 257 sets of curve data
are displayed in columns 6 and 7 of the SP9 datasheet
(Fig. 9.15). Estimated parameter values are in column 3,
predicted values for the independent variable are in
column 4, and the squared residuals are in column 5.

Of course, the columns where such data appear may
vary. Finally, a report of the fitting is presented in a

Report scheme (Fig. 9.16). You can switch between the
datasheet, the graph-page and the Report-sheet, as
pointed to by arrows 1�3 in Fig. 9.16.

The employed theory is listed in the Report (Fig. 9.16,
arrow 4), and the statistical information is pointed to by
arrow 5 in Fig. 9.16.

The statistical evaluation is not dealt with here. For
statistical analysis, see for instance the SYSTAT 11
software (www.systat.com) or the Statistica 7 software
(www.statsoft.com). The SP9 Regression Wizard is based
on the Marquardt-Levenberg algorithm (Marquardt
1963) and for greater accuracy can include weighted
least squares. References to texts on statistics in general
are listed in Section 8.1.7.

Our objective of plotting experimental data points,
fitting a theory, thereby obtaining best-fit parameters,
and generating a best-fit curve for the data points
based on the theory with inserted best-fit parameters
is completed.

9.1.5. Non-linear Fitting

There are several methods to fit in a non-linear fashion.
As mentioned, to generate the curve described in
Section 9.1.3, Sigma-Plot uses the Marquardt-Levenberg
least squares fitting procedure, and generates plots
based on 257 data points. See Nash (1990) for more
on non-linear fitting of theory parameters to adjust to
experimental data points, including modifications to
the Marquardt method of fitting. Overall, the rules for
using non-linear fitting can be found in Marangoni
(2003, pp. 33�36).

Figure 9.12. Display of fitted parameters and their placement in the data-sheet.
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Figure 9.13. Generating data for best theoretical curve to experimental points.

Figure 9.14. Display of best fitted theoretical plot to experimental data points.
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9.2. A User-defined Theory Fitted to Data
Points

9.2.1. The Theory

The procedures in Subchapter 9.1 were easy to follow.
The simplicity was because the SP9 already covered the
theory we assumed to be the right one. Now, instead,
assume we have dose�response data that we believe
follow another theory than for instance the load at
equilibrium or the HMM steady-state situation described
in Chapter 1. A theory that is not part of our software
package.

One simple equation to represent such a situation is
the intervention theory for binding or activity, where
intervention parameter c or c? is �1 (Chapters 2 and 3).
This theory is generally not represented in ordinary
software. Another possible theory could be the HMM
combined with a diffusion process. To solve such a
situation with the SP9 package, we can write our own
program, i.e., a program of a novel theory and let the
SP9 adjust the program’s parameter values for a best-fit
to experimental data. However, now we must use our
arithmetic skills.

Let us imagine that we assume that our experimental
data are for the transport of molecules and come from a
system governed by a simple steady-state HMM reaction
plus a parallel process of simple diffusion. This may be
formulated as:

flux �
Fluxmax � S

S � Ks

�P �S; (9:1)

where P is a permeability. Both the flux and the P �S
product have the dimension: mass �cm�2 �s�1.

The parameters to be determined for our theory in Eq.
9.1 are: the maximal flux (Fluxmax), a dissociation
constant (Ks), and the permeability (P), and we will
incorporate this theory into our Sigma-Plot program.
Another example of parallel fluxes is given by Roque-
Malherbe (2007, Chapter 5).

9.2.2. Create a User-defined Fit-routine

As shown in Fig. 9.17A, we have read 11 data sets from an
imagined experiment into our SP9 datasheet (arrows 1
and 2), and we used the GRAPH command to plot a curve
of the data.2 To connect the data points with a line, we
open the Graph Properties command (Fig. 9.17A, arrow
4) and arrive at Fig. 9.17B in which we select Lines (arrow
1) as Medium dash (arrow 2) and continue to Fig. 9.17C by
pressing OK (arrow 3). The data points are now con-
nected with a medium dashed line (Fig. 9.17C, arrow 4).

From a supposed knowledge about our experiment,
let us assume that due to the context-dependent
situation from where the data are obtained and by
inspecting the plot closely, we imagine that the data are

Figure 9.15. Parameters, predicted data point values, residuals, and data for theoretical curve.

2 On how to make a ‘Line and Scatter’ plot in Sigma-Plot, see Section
9.1.1 and Fig. 9.2.
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best described as the sum of an HMM-type process in
parallel with a diffusion process (Eq. 9.1). This type of
response is seen in many applications, e.g., transport
across epithelia (Menon & Barr 2003; Fernandez-Teruel
et al. 2005), and specific plus non-specific binding of
ligands (Doo et al. 1998; Wigton & Kilduff 2004).

To fit our theory in Eq. 9.1 to the data in Fig. 9.17A, we
must first point and click at a data point in our Scatter plot
(Fig. 9.17C, arrow 5) and then select the STATISTICS
command (Fig. 9.9, arrow 1), and its submenu Regression
Wizard (Fig. 9.9, arrow 2). This opens the Regression
Wizard submenu (Fig. 9.18A). On finding the Equation
category ‘Hyperbola’ (arrow 1), and Single Rectangular, 2
Parameter function (arrow 2), click on the Edit code (Fig.
9.18A, arrow 3) and Fig. 9.18B will appear. At this point,
we want to adjust the Equation (arrow 4), the Initial
Parameters (arrow 5), and the Constraints (arrow 6).
However, in order not to disturb the SP9 supplied
function, in reality we will edit a copy of the selected
function. This is done by clicking on ‘Add as’ (Fig. 9.18B,
arrow 7), and an ‘Add as’ menu appears (Fig. 9.19A). In

this menu, reformulate the equation name to one which
suits you, for instance load-diff 3 param (Fig. 9.19A, arrow
1), and notice on pressing OK (arrow 2), that a window
with the name load-diff 3 param (arrow 3) is opened for
the editing of our function (Fig. 9.19B, arrow 4). To first
save our new function, press Add As..., (Fig. 9.19B, arrow
5), and jump to the editing in Fig. 9.20A. Here we change
the function by adding: �P+x (Fig. 9.20A, arrow 1), we
define and initialize the new parameter P by writing P�1
(Fig. 9.20A, arrow 2), and we include some constraints
(Fig. 9.20A, arrow 3). Press the OK button, arrow 4 after
the adjustments at arrows 1�3 in Fig. 9.20A, and a
Regression Wizard window appears (Fig. 9.20B).

Observe that a function now appears in the Equation
category ‘User-defined’ with the name load-diff 3 param
(Fig. 9.20B, arrow 5).

9.2.3. Fit with Your Own Theory

To fit your own theory to data, the new function load-diff
3 param is selected by pressing the Next key (Fig. 9.20B,

Figure 9.16. Report sheet for the fitting, including the selected theory.
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arrow 6). Control that the selected data for the fit are
columns 1 and 2 where we placed our plot data in the
SP9 worksheet (Fig. 9.20C, arrow 7), press Next (Fig.
9.20C, arrow 8) and obtain the best-fit parameter values
(as shown in Fig. 9.20D). Press Next at arrow 9 in Fig.
9.20D and continue in the same manner as in Section

9.1.3 by repeating the menu functions shown in Figs.
9.12B�9.16. The final result is shown in Fig. 9.21.

Fig. 9.21A shows the data point connected with a
dashed line, the ‘Line and Scatter’ plot, and on top of
this is the plot of a non-linear regression best-fit theory,
the red full line curve.

Figure 9.17. A ‘Line and Scatter’ plot of data based on a load plus diffusion reaction scheme. The menu for Graph types
including Line and Scatter in SigmaPlot software is shown in Fig. 9.2A.
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Figure 9.18. Selecting a suitable equation to be adjusted for load�diffusion theory.

Figure 9.19. Baptizing new user-defined Function � named load-diff 3param.
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Figure 9.20. Creating a new user-defined Function, named load-diff 3param, and run this routine to obtain fits for parameters in
the load�diffusion theory, Fluxmax, Ks, and P.

Figure 9.21. Plot of the best fit (red curve) on top of the experimental data for the load�diffusion theory. Presentation of the fit
both as (A) a linear�linear and (B) a semi-log plot.

246 Part III: Test of Tool for Data Analysis



Fig. 9.21B shows the same as in Fig. 9.21A, except in
this case we have selected a logarithmic x-axis for our
concentration values, i.e., a semi-log plot of the data
connected with a broken line and the non-linear
regression plot presented as an unbroken red line.
Notice the logarithmic scaled x-axis in Fig. 9.21B, and
the linear scaled x-axis in Fig. 9.21A.

9.2.4. Control and Complete Capability

Since in principle our load-diff 3 param is the same
as SP9s Single Rectangular II, 3 Parameter function
under Equation Category ‘Hyperbola’, the result should
be the same as it would be if the official SP9 Single
Rectangular II, 3 Parameter function had been selected.
Thus, in this situation we have an internal control on
what we have carried out, which is comforting as long as
we are pupils.

This concludes the second course in using SP9-tools
for theoretical analysis of synagics. Of course, imple-
menting new functions can be more complicated, but
for now this will suffice as a demonstration of what we
need for our analysis of new theories.

For complete capability covering all aspects of analyz-
ing data, we still need to look at how we can generate
data for any theory and be able to make plots of
the theory in both 2-D and 3-D. This will give us
the freedom to test our theories and impart new ones
based on their realism and applicability to experimental
data. Thus, experiment and theory should go hand-in-
hand.

How to generate theoretical data for 2-D and 3-D plots
is demonstrated in the next course in subchapter 9.3.

9.3. Test the Realism of User-defined
Theories by Their 2-D and 3-D Plots

9.3.1. Introduction of the Theory

It is important and essential to have easy access to
analytical tools that can immediately visualize how
theoretical dose�response relationships behave when
the system constants are changing. This section de-
scribes how to generate your own dose�response curves
from theoretical reaction schemes supplied by the user
(you), after your theory has been formulated into a
distribution equation (a function). An SP9 program
‘datagen.xfm’ is presented in Box 9.1 for generating
data with which one can plot a curve of any theory
with a single independent variable, including theories for
synagic relationships. See later for an abbreviated version
of the program in Fig. 9.23C�Box 9.3. An additional
subroutine for the datagen.xfm program is listed in
Box 9.2, which allows the program to operate with two

independent variables and to generate data that can be
used for plotting theories with two independent variables
in 3-D surface plots. For instance, taking synagics as an
example, it is advantageous to be able to visualize the
behavior of simultaneously varying the concentration of
an agonist ligand and of a modulator molecule. A
compressed form of this subroutine is listed in Fig.
9.26A and Box 9.3.

The theory to be implemented in the program is the
simple load equation: y�Ymax � S=(S�Kd):

The program in Box 9.1 consists of five subroutines,
and each subroutine has a single program-line (com-
pare with Fig. 9.23A). Thus, the program data-
gen.xfm consists of five executable program lines, and
includes lines of commentaries. Only a few simple
alterations are necessary for the program to work on
any dose�response theory for immediate plotting, while
varying parameter values. Switching to any theory is by
rewriting subroutines 4 and 5.

The range of the independent and dependent vari-
ables, i.e., concentration and response for synagics, and
the number of data sets that plots can be based on are
easily changed as well (Box 9.1 and Box 9.2).

9.3.2. Writing an SP9 Program

Programs written in SP9 language containing functions
are referred to as ‘Transforms’. Opening an SP9
datasheet (Fig. 9.14, arrow 1) we are able to activate
the Transform command (Fig. 9.22A, arrow 1) and from
its menu select User-Defined... transform (Fig. 9.22A,
arrow 2). Observe that the Transform command is not
activatable when viewing a Graph page. In the User-
Defined Transform page (Fig. 9.22B), we can write two
program line such as x�DATA(2; 5; 1) (Fig. 9.22B,
arrow 3), and col(1)�x (Fig. 9.22B, arrow 4). The first
number in the argument for DATA(...) is 2, the next is 5,
and the third is 1 (Fig. 9.22B, arrows 5�7). The meaning
of this is: generate the numbers from 2 to 5 in steps of 1.
When we RUN this transform (Fig. 9.22B, arrow 8), the
datasheet reappears with the values 2, 3, 4, 5 in column 1
(Fig. 9.22C). If we write a user-defined transform, such
as x�DATA(0; 20; 2) and col(3)�x; and execute the
program, we obtain 11 data values from 0 to 20 in
column 3, in jumps of 2 (Fig. 9.22D).

9.3.3. Subroutine for Equidistant Concentration
Values on a Log-scale

The situation now becomes more difficult. First, we must
generate suitable values for an independent variable
(S�concentration). On how to generate numbers for
equidistant log-doses, i.e., values increasing with a
constant factor, you should consult subroutines Nos.
1�3 in the datagen.xfm program listed in Box 9.1, and
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written in a compressed form in Fig. 9.23A.3 The three
executable lines of the program are indicated by arrow 1
in Fig. 9.23A. The program variable ‘n’ in the first line
(arrow 2), will set the range of values for our data for the
independent theory-variable, which is concentration ‘S’
in line 3. Here as an example, the range ‘n’ is chosen as
6 (arrow 2). The program command ‘DATA’ in line 1
will generate numbers of data from 0 to N (Fig. 9.23A,
arrow 3), equal to N �1 (cf. Section 9.3.1). Since N is sat
to 10, we should expect 11 data. In case N is changed to
1000, we will get 1001 data.

When you RUN this part of the datagen.xfm
program (Fig. 9.23A, arrow 4), you obtain the values
shown in Fig. 9.23B.

The values of our independent variable ‘S’ are spread
over a range of 6 orders of magnitude (n�6) with 11
data points (N�0 to 10), and with the same factor
between data points. The median data is unity (row 6,
Fig. 9.23B). These types of concentration values are
suitable for logarithmic scales. Note that logarithmic
axes are in principle also dimensionless, i.e., normalized
or relative.

Lines 2 and 3 in the program (Fig. 9.23A) may be
combined to a single statement (see also the third com-
ment in Box 9.1 and later 2-D routine line 2 in Box 9.3).

9.3.4. Subroutine for System Constants,
the So-called Parameters

Next, we must formulate an equation for our reaction
scheme or theory. However, in the program, we first

BOX 9.1

**********************************************************************************
SP-program to generate 2D plots from equations of your theory # t’f 2007
**********************************************************************************
‘Subroutine #1 generates N�1 integers to cover a range of 10n. Integers from 0 to N are
‘placed in program variable pv1. The power n is assigned to later generate the range 10n:

/N �10 pv1�DATA(0; N; 1) n�6

‘Subroutine #2 generates N�1 numbers that are spaced from 1 to 10n by an equal factor,
‘useful for log-scales, and placed in program variable pv2:

/pv2�10^(n+(pv1=N)) ‘The symbol ffl means raise to a power.
‘Subroutine #3 spreads N values equally around independent variable S�1; and places these
‘values for S in the spreadsheet column 1:

/S�pv2+10^(�n=2) col(1)�S

‘Rescaling S to a semi-log plot is obtained by log capabilities in SigmaPlot’s ‘Graph function’.
‘Next, generate values of dependent variable y from S, for example based on a load equation
‘for binding: y�Ymax+S=(S�Kd): But first, give values to parameters:
‘Subroutine #4 assigns parameter values. For instance:

/Ymax�100 Ks �1

‘Subroutine #5 generates N�1 values of y from THE-ORY. Insert your theoretical equation here.
/y�Ymax+S=(S�Ks) col(2)�y

‘Alternative subroutine #5
‘Additionally, we may vary one of the parameters in x steps and place related y values in columns 1�x ;
‘to make x curves of THE THE-ORY. We replace parameter Ks with c� f(x) and can write:
‘/for x�1 to 5 do c�10^(x�3)+Ks y�Ymax+S=(S�c) col(1�x)�y end for
‘******* ****** ***** **** *** ** * END OF PROGRAM datagen.xfm

Comments to the datagen.xfm program:
1. Values N and n may be changed to operate with other numbers of data and other ranges of the independent

variable�S. To obtain smooth curves increase N from 10 to 1000, and to expand the range for the
independent variable S increase from n�6 to n�10.

2. By placing an apostrophe in front of the executable-line in subroutine 5 and removing it from its last line, we
can open for construction of five plots of the THE-ORY where Ks varies between 10�2 and 102. The responses
are placed in columns x�1 (�2, 3, 4, 5 and 6) (see Fig. 9.23A).

3. Subroutines #2 and #3 may be combined, thus S�10^(n+((pv1=N)�(1=2))):

3 ‘Interpretive delirium begins only when man, ill-prepared, is taken
by a sudden fear in the forest of symbols’. André Breton, L?Amour fou
(1937).
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need a routine that will define the system constants of
our theory. Defining and initializing parameters Ymax

and Kd for our theory in Section 9.3.1 is carried out in
subroutine #4 in the datagen.xfm program (see Box
9.1 and line 4 in Fig. 9.23C, arrow 5).

9.3.5. Subroutine for the Theory

Now a subroutine #5 is introduced that includes the
theory we believe covers our experimental reaction
scheme and formulated as an equation, equal to our
function. Our theory is the aforementioned simple load
function in Section 9.3.1. Subroutine #5 will calculate
the values of the dependent variable, y�response,
and place them in column 2 of the spreadsheet.
(See subroutine #5 in Box 9.1 or line 5 in Fig. 9.23C,
arrow 6).

Eventually, we will allow the system constants to vary in
a few steps in order to test their influence on the
function. The values of dependent variable ‘y’ will vary
both with the independent variable ‘S’ as well as with the
variations introduced for the system constants. The
statement for this is presented in the program-line of
the Alternative subroutine #5 (Box 9.1), and in the
executable program-line number 5 shown in the com-
pressed program in Fig. 9.23C (arrow 7).4

By inserting generated values from subroutines #1�3
of our independent variable into our formulation of the
theory, the function, and also varying a single parameter
in steps, as done in the ‘for-end for’ program loop in
Alternative subroutine #5 (Box 9.1) or in Fig. 23C

BOX 9.2

Subroutine #6 for THREE DIMENSIONAL PLOTTING

To obtain smooth curves increase N from 10 to 1000, and to expand the range for the independent variable S
increase from n�6 to n�10 in subroutine #1 in BOX 9.1.
‘———————————————————————————————————————————————
‘Subroutine #6. Generates data to produce 3-D mesh plots # t’f 2007
oo�30 ‘The value of ‘oo’ determines the number of gridlines
for m�0 to oo do for k�0 to oo do

/s3�10^(�n=2)+(10^(n=oo))^k
/s4�10^(�n=2)+(10^(n=oo))^m
/put s3 into col(x�2; 1�(oo�1)+m�k)
/put s4 into col(x�3; 1�(oo�1)+m�k)

‘We will assume a non-competitive reaction scheme with two independent variables,
‘see Eq. 2.3, and further that the interventor constant Kii can vary in five steps.
‘Since the Kii constant is not defined in subroutine #4 we define it here:

/Kii �1
‘FUNC-TION

/for j�1 to 5 do g�(10^(j�3))+Kii

/Z�Ymax+(s3=(s3�Ks))+(g=(s4�g)) col(j�x�3; 1�(oo�1)+m�k)�Z

end for
end for end for

‘ ———————————————————————————————————————————————

Comments to subroutine #6:
1. To implement subroutine #6, just insert the open lines into the program datagen.xfm in BOX 9.1 after

subroutine #5. The datagen.xfm program will now generate extra columns for the two variables S (�s3)
in column x�2 (�7) and interventor I (�s4) in column x�3 (�8) plus the related response (�Z) in
columns j�x�3 (�9, 10, 11 12, and 13) for plotting several 3-D plots of the FUNC-TION in a graph (see
Fig. 9.26C).

2. A compressed form of the program datagen.xfm generating data for 2-D plots including 3-D plots is given
in Box 9.3 and shown in Fig. 9.26A. Two of the generated 3-D dose-responses are shown in Fig. 9.27.

3. The number of gridlines in the MESH-plots is here sat to 30, but can be varied simply by changing the value
of program-variable ‘oo’, line 6 in Fig. 9.26A. Thus, for instance, a value 40 for ‘oo’ instead creates a grid of
40�40 meshes for the 3-D plots.

4 Program-lines in SP9 are made executable by removing a preceding
apostrophe.
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Figure 9.22. Working with user-defined Transforms. Data in D from x�DATA(0; 20; 2) and col 3�x.

Figure 9.23. Equidistant data points. Generation of logarithmically equidistant data points (panels A and B), for use as an
independent variable in load function included in a user-defined Transform (panel C). Data points for this load function with
variation of its dissociation constant ‘Ks’ in five steps are listed in panel D.
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(arrow 7), we can simultaneously generate data for the
dependent variable (y�response) changing with the
system independent variable (S�concentration) and
the parameter Ks (Fig. 9.23C, arrow 5). The generated
S�y data sets are written into two columns, column 1 for
S and column 2 for y (Fig. 9.23D). In case we also alter
the value of a parameter in steps, the dependent
variable ‘y’ may appear in as many columns as there
are steps, here for the parameter Ks�c is changing in
five steps (Box 9.1 or arrow 7 in Fig. 9.23C), and
response-values are placed in columns 2�6 in the
datasheet in Fig. 9.23D.

9.3.6. Simultaneous Presentation of Several Plots
for the User-defined Theory

Based on the generated data sets in Fig. 9.23D, we can
plot a dose-response curve for each step in a given
parameter, or all the curves (plots) for each parameter
step may be presented in a single graph. The first plot we
make is based on the data we have in columns 1 and 2 in
Fig. 9.23D. These data are for S versus y for Ks�10�2.
The plot we want is a Line Plot instead of a Scatter Plot
(Fig. 9.24A, arrow 1) in the Create Graph menu. After
selecting the right columns for x-axis and y-axis, the plot
is shown in Fig. 24B (arrow 2). As demonstrated earlier,
this Line Plot in Fig. 24B with linear scaled axes is
changed to a semi-log plot by double clicking at the
x-axis, and in the Scaling menu selecting Log (common)

(see arrows 1�4 in Figs. 9.6 and 9.7). The semi-log plot of
the curve in Fig. 24B is shown in Fig. 24C (arrow 3).

A Graph with several plots (curves) is obtained by the
SP-command Graph and its Add Plot submenu (Fig.
9.24D, arrow 4). Again, the columns are selected for
each new plot, as we did for the first plot. A ‘Graph’ in
SP terminology is a single co-ordinate system, while a
‘Plot’ is a single curve in such a co-ordinate system.
Several curves (plots) can be displayed in a Graph and
several Graphs may be visualized on an SP9 Graph-Page.
A presentation of the data for a change in Ks is now
displayed in Fig. 9.24E (arrow 5), which makes it easy to
judge the behavior of a parameter as it changes in a
theory or a function. In Fig. 9.24E (arrow 5), Ks changes
by a factor 10 in five equal steps from 10�2 to 102.

9.3.7. Shaping the Graph

The procedures in Section 9.3.6 generate a template
for presenting several plots at a time. Plots from
the template are based on data placed in column 1 for
the independent variable, and in columns 2-6 for the
dependent variable. Plot templates may be refined in
order to optimally present the d-r curves, which can be
effectuated by adjusting the scaling of the axes, imple-
menting new ticks at the axes, rewriting the labels of the
axes, and other details which I will omit here and just
demonstrate the adjustment in a figure after supple-
menting an increased number of data sets for the two
variables. To increase the number of generated data sets

BOX 9.3

Compressed version of SP-program datagen.xfm to generate data for plotting of any theory in 2-D line-plot
and 3-D mesh- or contour-plot
—————————————————————————————————————————————
‘2-D ROUTINE for load t’f # 2007

/N �1000 pv1�DATA(1; N; 1) n�10

/S�10^(n+(pv1=N �1=2)) col(1)�S

/Ymax �100 Ks �1

/for x�1 to 5 do c�(10^(3�x))+Ks y�Ymax+S=(S�c) col(x�1)�y end for

‘3-D ROUTINE for non-competitive intervention t’f # 2007
/oo�20 Kii �1

/for m�0 to oo do for k�0 to oo do

/s3�10^(�n=2)+(10^(n=oo))^k s4�10^(�n=2)+(10^(n=oo))^m

/put s3 into col(x�2; 1�(1�oo)+m�k) put s4 into col(x�3; 1�(1�oo)+m�k)
/for j�1 to 5 do g�(10^(j�3))+Kii Z�Ymax+(s3=(s3�Ks))+(g=(s4�g))
/col(j�x�3; 1�(1�oo)+m�k)�Z

end for end for end for

Comment: the number of grid-lines in the MESH-plots is here sat to 20, but can be varied simply by changing
the value of program-variable ‘oo’ in the 5th executable line above or in line 6 in Fig. 9.26A. Thus, for
instance, a value 60 for ‘oo’ instead creates a grid of 60�60 meshes for the 3-D plots.
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for each of the five already displayed plots, just increase
the value of ‘N’ from the original 10 to, for instance, 1000
and further increase the data range n�6 given by the
original to perhaps n�10 (see Boxes 9.1 and 9.2, and
arrows 1 and 2, Fig. 9.25A). Then rerun the program.

So, without specifying how I have adjusted the plot
template of Fig. 9.24E, except for the adjustment of the
x-axis to cover a data range from 10�5 to 105 (Fig. 9.25B,
arrow 3) using this new template on an expanded data
sets (N�1000, n�10) we obtain the plots as shown in
Fig. 9.25C.

In Fig. 9.25C the labels of the axes are updated
(arrows 4 and 5) and the variation in Ks that give us the
five plots is explained by labeling the curves as shown at
arrows 6 and 7. In addition, the Graph figure in 9.25C
has been Exported from SP9 as a TIFF-file before
reaching this page.

When you have tried the above-described procedures
twice, generating your own 2-D plots becomes very
simple. On the other hand, to understand the following
section on generating 3-D presentations may cause some
problems, but it is worth testing out.

9.3.8. Three Dimensional Plots and Contour Plots

It is visually convenient to be able to present dose�
response relationships when our theory involve two

independent variables, for instance the concentrations
of an agonist [S] and a modulator molecule [M], both
affecting the resultant response R. With the Sigma-Plot9
program, a 3-D representation may be effectuated by its
Mesh Plot command after data generation from the
background theory. Unfortunately, the 3-D data-gen-
erator command in SP9 only allows symmetrical 3-D
Mesh Plot solutions. Therefore, I have included the
simple subroutine, listed in Box 9.2 and in an alternate
form in Fig. 9.26A, to generate data of our ‘two-
independent-variable’ theory for a 3-D Mesh Plot. The
subroutine in Box 9.2 may be added to existing
programs, similar to that in Box 9.1, thereby employing
the same function parameters of the program in Box 9.1;
defined and initialized in its subroutine #4.

For an implementation of 3-D Mesh Plots or Contour
plots based on data generated by the 3-D subroutine in
Box 9.2, consult the procedures of Fig. 9.26B (arrow 2).

9.3.9. A User-defined 3-D Subroutine

A subroutine that works together with the datagen.xfm
program in Box 9.1 is presented in Box 9.2. The two
programs in Boxes 9.1 and 9.2 are assembled in a
compressed form in Fig. 9.26A, where the 3-D subroutine
of Box 9.2 (Fig. 9.26A, arrow 1) is included in the 2-D
program of Box 9.1 which is also presented in a com-
pressed form in Fig. 9.25A.

Figure 9.24. Several plot curves in a Graph. Plots of five data-sets in Fig. 9.23 are generated through procedures from panel A
to E.
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Figure 9.26. User-defined Transform and its generated data for producing 3-D plots of a theory.

Figure 9.25. Improved data presentation. Increasing the number of generated data for plots in Fig. 9.24 (panel A), and adjusting
the axes for better presentation (panel B), result in the data-plots in panel C.
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For the 3-D subroutine in Fig. 9.26A (arrow 1), I have
selected the non-competitive reaction scheme (see Eq.
2.3, Chapter 2). The non-competitive intervention
scheme operates with two independent variables, both
affecting the response of the system. Therefore, the
simple non-competitive scheme is suitable for a demon-
stration of 3-D plot presentations.

The 3-D subroutine in Fig. 9.26A is somewhat com-
plex as it operates with three imbedded ‘for�end
for’ loops. Meanwhile, observe our non-competitive
function in line 10 of the 3-D subroutine (Fig. 9.26A,
arrow 4), Z�Ymax+(s3=(s3�Ks))+(g=(s4�g)): Here Z
is the actual response, Ymax is the maximal response,
s3 is the agonist concentration as one independent
variable, Ks is the agonist dissociation constant, and g is
the interventor dissociation constant Kii defined as
a value-varying parameter which jumps in 5 steps
from 10�2 to 102 by a factor of 10. The interventor
concentration s4 is the second independent variable.
Line 11 of the subroutine ensures that the five gener-
ated data sets for 3-D Mesh Plots have their responses,
Z, inserted in empty columns of the spreadsheet. In
the present example, these columns are 9-13 (Fig. 9.26C,
arrow 4), while the agonist concentrations for the
3-D Mesh Plots are in column 7, and the interven-
tor concentrations are in column 8 (Fig. 9.26C). Our
theory for the non-competitive intervention is displayed
by two plots in a 3-D Mesh Graph (Fig. 9.27). The ‘front-

shell’ in Fig. 9.27A is generated based on substrate
concentration in column 7, interventor concentration
in column 8, and fractional response in column 13
(Kii�102).

The ‘rear-shell’ in Fig. 9.27A is based on a fractional
response for the inventor as an activator by rewriting
line 10 of the 3-D subroutine in Fig. 9.26A to: Z�
Ymax+(s4=(s4�g))+(Ks=(s3�Ks)) and at the same time
save generated response data into columns 15�19 by
changing ‘3’ in line 11 of the 3-D subroutine, Fig. 9.26A,
to ‘9’ (data not shown). The fractional response in the
‘rear-shell’ is based on such generated data in column
15 (Kii = 10�2).

The 3-D Mesh Graph can be rotated, tilted, and
afforded perspective, but I do not include instructions
for such refinements. The SP9 manual (SigmaPlot-9
2004) will explain these possibilities.

Contour Plots (Fig. 26B, arrow 2) may be generated
based on the same data as for 3-D Mesh Plots. Examples
of this will appear in Chapter 12 on Synergy.

9.3.10. Conclusion

This concludes our three courses on (1) plotting
experimental data, (2) fitting user-defined theory para-
meters to the obtained data, and (3) evaluating experi-
mental synagics by simulations in 2-D and 3-D of possible

Figure 9.27. Two 3-D Mesh plots in a graph. The two surface plots in panel A are based on non-competitive inhibition theory.
The front mesh-plot (ocean colors) is for substrate-activation with intervention by an interventor. The rear mesh-plot is for
interventor-activation affected by a substrate (spectral colors). For details, see section 9.3.9. Arrow through the concentration
plane indicate path for fixed ratio of concentrations for substrate and interventor. Panel B is another aspect of the double mesh-
plot in panel A seen from below.
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theories through user-defined data generation in SP9
Transform programs.

9.4. Test for Load-deviant Behavior and
Test of Theory on Theory

9.4.1. Tests by the Factor-squared Rule

The factor-squared rule is described in Section 8.1.4.
With the SP9 TOOL command and its option DRAW
line (Fig. 9.28A, arrow 1), we can draw two horizontal
lines (arrow 2), and two vertical lines (arrow 3) as shown
in Fig. 9.28B. The two vertical lines representing
concentration can be spaced by two orders of magnitude
using the log-scaled x-axis (Fig. 9.28B). For responses,
one of the horizontal lines is placed at 9.1% effect and
the other horizontal line at 91% effect (Fig. 9.28B, arrow
2). Now select the two vertical lines by clicking at the
lines while holding the shift-key down. Then activate the
FORMAT-command and its GROUP option (Fig. 9.28C,
arrow 4), which locks the two lines together for joint
movement. The square formed by the four lines may
now be overlain dose�response plots in the graph by
moving the two vertical lines either left or right. The

dose�response does not follow a simple load function,
unless the intersections at the 9.1% and 91% with
the two vertical lines can be brought to match with the
intersection between horizontal lines and data curve
(Fig. 9.28D). If the intersection at arrows 5 and 6 do
not match with the dose-response curve, then the
data deviates from load theory. An example of a load-
deviant dose�response is shown in Fig. 9.28D (arrows 5
and 6).

In the same manner, a test for a Hill-type reaction
scheme as describe in Section 8.1.4 may be implemen-
ted by the general form of the factor-squared rule.
Centered around the Kd, a factor for concentrations
above and below Kd, read of the x-axis in Fig. 9.28D, will
be equal to 102/nH.

9.4.2. Fit the Hill-theory to Your Theory

As a final point of interest, it is worth keeping in mind
when evaluating data generated by user-defined reaction
schemes or program-supplied theories, i.e., functions,
that software packages, such as the SP9, allow you to
characterize your theory by another ‘standard’ theory in
the Statistics/Regression Wizard menu. As an example,
the Hill equation is a theory used as a ‘standard’ to

Figure 9.28. Test for load with factor-squared rule. Test for deviation from the factor-squared rule or 82% rule of the load theory
by drawing two horizontal lines at 9.1 and 91% of absolute effect, and two vertical lines separated by two orders of magnitude on
the concentration axis (see Sections 8.1.2 and 8.1.4 for details). Fixing the two vertical lines as a group with a factor 100 between
them, they may be moved to either side for a test of curves matching the load (full line curve).
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evaluate the magnitude of co-operativity of experimen-
tal data; but, in addition, it may characterize the
properties of theoretically generated data that are
supplied based on your own theory.

9.5. Conclusion

On completion of subchapters 9.1�9.4, you will be
equipped with theoretical pliers in your box of analytical
tools to probe into the heart of regulatory means in
biology as described in Chapters 2, 3, 7, and 15.

In case you do not have access to a SigmaPlot
program, implement the overall ideas and concepts in
this chapter with other graphing software packages.

With the program in Box 9.3 and the Graph templates
described in Sections 9.3.6�9.3.9, you can within min-
utes study the effects of varying a parameter from any
theory involving either one or two independent vari-
ables. Without limits, the theories may emerge from
synagics or any other field of science.
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10CHAPTER

Hill in Hell

Chapter 10 begins with an account of how and why the
Hill equation was introduced. The purpose of ‘the Hill’
was if not to explain, then at least to describe the
aberrant behavior of dose-response relations and ease
calculations. In Sub-chapter 10.2, I illustrate and
discuss a frequently observed failure of linearity for
experimental data in the so-called Hill plot Section
10.2.6. In Sub-chapter 10.3, there is an analysis and
critique of what has been termed the ‘logistic’ Hill
equation. The ‘logistic’ Hill is rendered perspective
against the original logistic equation. An explanation is
given of how the ‘logistic’ Hill equation is a mere semi-
log presentation-possibility of data when it is inserted
into the Hill scheme. The chapter concludes with a list
of facts about the use of the Hill formulation (Sub-
chapter 10.4). Finally, the reader is taken on a brief
tour through the history and use of the term logistic in
data analyses, summarized in a Sub-chapter, Appendix
10.A, including statistical terms such as ‘logistic regres-
sion’ and ‘polytomous logistic regression’.

Detailed descriptions of statistical theories, methods,
and transformations can be found in various texts (see
Sub-chapter 10.A). However, my purpose here is to
illustrate in a superior way the terms logistic and
‘logistic’, and thus maybe even resolve some of the
obfuscation about their use.

This chapter presents non-mechanistic models.
Mechanistic models are detailed in Chapter 7.

10.1. Deviations from the Law-of-
adsorption-and-desorption

Dose-response relations that follow the simple law-of-
adsorption-desorption (load) give a plot that is a
fraction of a rectangular hyperbolic curve (Fig. 1.3). In
a semi-log plot, this fraction of the hyperbolic curve is an
S-shaped and symmetric curve. An example is the dotted
line curves in Fig. 10.1A�B (see also Fig. 8.1A�B).

10.1.1. Start of De-ri-va-tion of Load

From around 1850 on, somewhat different descriptions
of various dose-response relations were formulated by
chemists/physicists (Wilhelmy 1850; Biot 1860; van’t
Hoff 1877; Guldberg & Waage 1967), physiologists
working on for instance hemoglobin-oxygen binding
(Hufner 1890; Bohr 1904a), and biochemists working
with enzymes (Brown 1902; Brown & Glendinning 1902;
Henri 1903).

Biot, a French physicist (1776�1862), first realized
that chemical reactions in solution follow a load-type
rectangular hyperbolic function (Fig. 10.2) (Biot 1860,
pp. 237�243 and Plate II). He probably reached his pre-
Hill/pre-Langmuir load-equation on reading Wilhelmy’s
quantitative insight on chemical reactions (1850). As
early as 1884, Hüfner also described binding of carbon-
monoxide to hemoglobin by a load-type equation
(Hufner 1884) (Fig. 10.3).

After 1900, the dose-response relation in the form of
the load started to reappear in works by Ostwald (1902),
Henri (1903), Hill (1909), and Micahelis-Menten
(1913). Meanwhile, at equilibrium, the hyperbolic load
reaction theory is usually referred to as the ‘isotherms of
Langmuir’. This is due to Langmuir’s explicit theore-
tical formulation of the load and his confirmation of
the load by its experimental corroboration (Langmuir
1918).

Here I shall refer to the ‘hyperbolic’ interaction
both at equilibrium and at steady-state as the law of
adsorption-desorption (load).1 The law is based on the
fact that binding sites are limited (see Sections 1.1.2
and 1.1.8).

1 Since Henri (1903) and Micahelis-Menten (1913) formulated steady-
state expressions of the load, while Biot (1860), Hüfner (1884, 1890),
Hill (1909), and Langmuir (1918) formulated equilibrium equations for
the load, we may divide the law-of-adsorption-desorption into two
types: an s-load (HMM-theory) and an e-load (BHHL-theory).

# 2008 N Bindslev. This book and all matter and items published therein are distributed under the terms of the Creative Commons Attribution-Noncommercial 3.0
Unported License (http://creativecommons.org/licenses/by-nc/3.0/), permiting all non-commercial use, distribution, and reproduction in any medium, provided the original
work is properly cited.
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10.1.2. Start of De-vi-a-tions from Load.
Formulation of Hill’s Equation

At the turn of the last century, it had already been
observed that an experimental dose-response relation
deviated from the simple hyperbolic rectangular dose-
response relation. Synagics for the hemoglobin-O2

binding as a function of O2 tension did not follow the
simple load (Fig. 10.4) (Bohr 1904a,b; Bohr et al. 1904).
Instead, the Hb-O2 saturation against O2 tension gave a
sigmoidal dose-response relation, equal to positive co-
operativity. A theory for this behavior that is now
accepted was formulated in a preliminary equation by
Adair (1925).2 In 1910, Hill had also formulated an
Adair-type equation (see Eq. 10.6), but due to the
tedious work of calculating all the constants, Hill
advocated for a simplified version, namely Eq. 10.1
given here and henceforth referred to as the Hill
equation (Hill 1910). His equation reads:

y�
K � xn

1 � K � xn
; (10:1)

in which y is the observed saturation (fully-oxygen-
saturated hemoglobin aggregates) as a fraction of all
hemoglobin conformations, bound or unbound, ‘x’ is
the free ligand concentration (oxygen tension), and K
in this equation has no physical meaning, but relates to
its origin, an equilibrium association constant. The power
n is known as Hill’s coefficient. When Hill’s coefficient is
1, Hill’s mathematical expression is identical to the
Langmuirian mechanistic expression for adsorption of
gases, the load, Eq. 1.11. Thus, Hill just elevated the
concentration (oxygen tension) to an arbitrary power n
(or nH for ‘the power of Hill’).

In the linear scaled Cartesian coordinate system,
dose-responses that follow the Hill equation with a Hill
slope"1 (Fig. 10.1C) give plots that deviate from a
hyperbolic curve (dotted curves in Figs. 10.1A�C),
while these plots in a semi-log diagram are symmetric
and S-shaped curves just as the simple load (Figs.
10.1B�D, also see Figs. 8.1 and 8.8).

As mentioned, employing the Hill equation was only
meant as a quick way to estimate the co-operativity in
experiments without any mechanistic interpretation, as

load /   lin-lin load /   semi-log

[agonist] (rel-Ks) log [agonist] (rel-Ks)
1086420

fra
ct

io
na

l r
es

po
ns

e 
(%

)

0

20

40

60

80

100

0

20

40

60

80

100

0

20

40

60

80

100

0

20

40

60

80

100
Hill    /   lin-lin

[agonist] (rel-Ks)
1086420

fra
ct

io
na

l r
es

po
ns

e 
(%

)

3210-1-2-3

fra
ct

io
na

l r
es

po
ns

e 
(%

)

Hill    /   semi-log

log [agonist] (rel-Ks)
3210-1-2-3

fra
ct

io
na

l r
es

po
ns

e 
(%

)

A B

C D

Figure 10.1. The load and modified Hill equations in linear and semi-log plots. (A) Linear�linear plot of load. (B) Semi-log
(‘logistic’) plot of load. (C) Linear�linear plot of Hill. (D) Semi-log (‘logistic’) plot of Hill. The five Hill plots in (C) and (D) are
generated by the modified Hill equation with Ymax�100, Ks�1 and nH changing in five steps with the values 0.3333 (*), 0.6667,
1.0, 1.3333, and 1.6667 (����). Hill coefficient�1.0 generates the plots in panel A and B.

2 Edsall gives a fine account of this story (Edsall 1980), see also Klotz
(2004).
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its inventor also attested to (Hill 1910). He writes ‘My
object was rather to see whether an equation of this type
can satisfy all the observations, than to base any direct
physical meaning on n and K’.

Notice in this context, that there are three Hill-
concepts: (1) the Hill equation (Eq. 10.1), (2) the Hill
coefficient, -factor, -power, or -slope, nH, and (3) the
Hill plot (see Section 8.2.5 and Fig. 8.8C�F). The Hill

plot is a plot of the logit formulation (see Section
10.2.2).

10.1.3. Hill’s Aggregation Theory for Hemoglobin
Complexation Crumbles

For complexation of a multi-unit hemoglobin, Hill
postulated a so-called ‘aggregation theory’ (Hill 1910).

Figure 10.2. The origin of load curves. From Biot (1860, Plance II).
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Figure 10.3. The origin of experimental data plots combined with the load theory. Carbon-monoxide binding to hemoglobin.
Maximal binding�76.993.4�10�3, EC50�1991�10�3. After Hüfner (1884).
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In this theory, hemoglobin units, each with one atom of
iron, can aggregate when O2 is bound. Thus, for all
hemoglobin units, the actual binding site in a single and
free hemoglobin unit associates or dissociates one
molecule of O2 with identical association or dissociation
constants regardless of the status of neighboring bind-
ing sites in hemoglobin aggregates. In the physical
model of Hill’s aggregation there is an average number
of O2-complexed hemoglobin molecules equal to nH,
which is therefore also the average number of bound O2

molecules per hemoglobin aggregate. Hill’s equation
thus describes a coincidence � or simultaneity model,
based on the aggregation of only liganded units. Hill
indeed realized that his simple formula was a mathema-
tical expression without any physical reality, a short-cut
to analyze his aggregation theory with oxygen bound to
hemoglobin complexes (Hill 1910).

In the mid-1920s, based on experiments, Adair (1925)
and Svedberg and Fåhreus (1926) argued that hemo-
globin as such consisted of four subunits with four
separate binding sites for oxygen, a fact that, as
indicated, was generally accepted and soon proven
correct. Therefore, Hill’s aggregation theory crumbled.
Together, the models by Adair (1925) and Pauling
(1935), the X-ray work by Perutz and colleagues (1942,
1960; Muirhead & Perutz 1963), and the determination
of four association constants for oxygen binding to
hemoglobin by Roughton et al. (1955), finally con-
vinced Hill to give up his aggregation theory (Hill 1965,
p. 105). For hemoglobin, four units are bound together
allowing interaction between their binding sites.

In 1965, 55 years after suggesting the quick test in
the form of Hill’s equation, Hill catalogued his life
as a scientist in a book entitled ‘Trails and Trials in

Physiology’. Herein Hill commented: ‘There can, how-
ever, be little doubt now that my equation y�Kxn/(1�
Kxn), based on the aggregation theory, is wrong, or at
least a serious over-simplification’. He continues: ‘The
theory that the earth is a sphere is also wrong, but for
practical purposes it is often convenient’.

The story continues. Hill noted with surprise that his
equation was still in use and the Hill coefficient
maintained as a quick-quantifier of load-deviation. He
writes ‘The equation originally deduced in 1910 from
the aggregation theory had been laid decently to rest in
the 1920s; its body lay mouldering in the grave, but
apparently its soul goes marching on’ (Hill 1965, pp.
105�106). Currently, it still marches on.

We may conclude that the aggregation theory for hemo-
globin is falsified and the physical meaning of Hill’s
equation is inappropriate for almost any adsorption-
desorption system due to the coincidence requirement
and its lack of site interaction. Meanwhile, applying Hill’s
equation and using its coefficient as a quantifier for
deviation from simple concentration-binding or dose-
function schemes is convenient.

10.1.4. All-or-none is Often Forgotten

We may suppose that the aggregation theory for
hemoglobin is more likely than the coincidence
resonance-theory to bring four hydrogen atoms together
at once to form helium and followed by three helium
atoms to combine into carbon in stardust (Burbridge
et al. 1957; Davies 2006, pp. 151�158). Nonetheless,
even if the coincidence formulated by Hill’s equation is
a remote possibility found in nature, his theory still
seems to require continued luck. Or does it? Consider
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Figure 10.4. The origin of load-deviant behavior. Demonstration of a genuine sigmoidal dose-response relationship. Oxygen
binding to hemoglobin in linear�linear dose-response plot. The relationship is determined at 40 mmHg CO2 with a maximal
O2-saturation at 10492%, EC50�3191 mmHg O2 and a Hill coefficient nH equal to 2.1790.14. Redrawn from Bohr et al.
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this. Di-merization and multi-merization for functional-
ity of only liganded receptors are ceaseless processes for
the tyrosine kinase receptor superfamily, with the
insulin receptors, IRs, as a prototype example (de Myets
2004; Stoker 2005; Blanquart et al. 2006; Bublil &
Yarden 2007), and could certainly be described by a
Hillesque aggregation theory in which coincidence is
inherent. The resonance required for carbon-formation
in stars is here replaced by stability of the insulin-IR
complex. On the other hand, subunits of G protein-
coupled receptors (GPCRs) seem to be aggregated
before ligand binding (Ma et al. 2007).

In the meantime, the use of Hill’s formulation may be
justified for a fast and easy documentation of load-
deviation as long as: (1) it is realized that the synagic
model behind Hill’s equation is irrelevant for a host of
binding and functional dose-response systems with
intermediate interaction; and (2) the conclusions about
the Hill equation at the end of this chapter are taken
into account.

Numerous researchers have exposed their data to the
‘Hill’-analysis and used the obtained Hill coefficient as a
simple handle to express their data’s deviation from the
load. Many scientists have probably more or less
recognized the limitations of Hill’s equation, but most
likely again, have quickly suppressed and forgotten all
about its tacit assumptions.

10.1.5. The Fickle Use of Hill’s Equation

What are the conclusions about the use of Hill’s
equation today? Hill’s argument for introducing the
Hill equation, as justified due to the cumbersome work
in 1910 of calculating dose-responses for systems with
many constants, is of course no longer valid (see Sub-
chapter 8.3) (Weiss 1997). The argument for continuing
to use the Hill equation as a tool to analyze one’s
experimental data is based on the fact that very often
there is too little information on studied systems to
justify a detailed description of the system constants.
Here Hill’s coefficient is a convenient measure. The
schism between convenience and realism has been the
story for Hill’s equation ever since its emergence.
Therefore, the real problem with a choice of the Hill
equation is once it works as a silencer of possible
explorative investigations and hence prevents a pene-
trating analysis.

10.2. Deviations from the Linear Hill Plot

10.2.1. The Modified Hill Equation

The following equation is nearly identical to Eq. 10.1,
with slightly different symbols:

y�
KnH � [S]nH

1 � KnH � [S]nH
�

1

1 �
1

(K � [S])nH

: (10:2)

In this expression, y is the fractional response or
fractional binding, K is now an equilibrium association
constant, itself raised to the power of a Hill coefficient,
nH � assuming all single-step association constants to
be identical, and [S] is the free ligand concentration.
Eq. 10.2 is a slightly modified form of the original Hill
equation (see Hill 1910, 1913). I will refer to Eq. 10.2 as
the modified Hill equation.

10.2.2. The Logit or the Hill Plot

If you subtract the nominator from the denominator on
both sides of the equal sign in Eq. 10.2, i.e., invoking
regula detri rule 1b (Section 1.1.7 and Box 1.1) you
have:

y

1 � y
� [S]nH �KnH : (10:3)

As no intermediate steps of occupation are allowed in
Eq. 10.3, the fraction on the left of the equation
explicitly expresses that the fraction of fully bound
receptive sites, y, over fraction of free receptive sites, 1�y,
is equal to the product of ligand concentration and
association constant between ligand and receptor, as
equated on the right side in Eq. 10.3; and both raised to
the power of nH. Thus, the ratio of bound over free
receptive sites is proportional to the normalized con-
centration [S] �K raised to a power.3

On a log� log form, Eq. 10.3 is a linear function:

log

�
y

1 � y

�
�nHlog[S]�nHlogK ; (10:4)

with a slope of nH and a ‘cut-off’ at the ordinate of nH �
log K.

The expression ‘log [y/(1�y)]’ is a well-known term,
called the ‘logit’. Compare this with the logit derived in
Section 8.2.4 (Eqs. 8.9 and 8.13) and Section 8.2.5 (Eqs.
8.17 and 8.21). Plots of Eq. 10.4 are referred to as ‘logit
plots’ or in synagics also as ‘Hill plots’ (Fig. 8.8) (Hill
1913; Brown & Hill 1923; Adair 1925). See Section 8.2.5
and Appendix 10.A for the naming and benefits of the
logit formulation.

As pointed out by Cornish-Bowden and Koshland
(1975), the ‘logit’ plot in pharmacology is a plot
identical to the Hill plot, and formally equivalent to
Nernst’s plot of redox electrochemistry (Reed & Berk-
son 1929, their example 5; Malmstrom 1974). The logit
plot is also equivalent to the gating transitions of voltage

3 [S] �K�[S]/Ks is a normalized concentration, where Ks is a
dissociation constant.
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dependent ion channels (Yifrach 2004). See Section
10.3.9 for more on the relationship between the Nernst
and the Hill equations.

In former times, linear transformation of theoretical
expressions was the simplest mean of analyzing load-
deviant dose-response data. Levitzki (1978) has given a
detailed account of the development and usefulness of
Hill’s analysis, arguing for the continued use of the Hill
plot. For more on the use of the Hill slope as a measure
of co-operativity, see Hill (1985, pp. 64�66) and Giraldo
and co-workers (Giraldo et al. 2002; Giraldo 2003).

In the world of formulae, the term ‘logit’ is sometimes
mixed up with the term ‘logistic’. However, the ‘logit’ is
not to be confounded with the concepts ‘logistic’,
‘logistic equation’, or ‘logistic function’ (Tables 10.3
and 10.4 and Appendix 10.A) (Berkson 1944; Prentice
1976; Collins et al. 1992). Evidence that ‘logit’ is easily
mixed with ‘logistic’ can be seen in an article on
‘Generalized linear models’ in Wikipedia (updated 2
March 2007), in which a link function as the logit or
‘logit model’ for logistic regression is mistakenly quoted
as a logistic function.

Factually, as formulated in Eq. 10.13, the original
logistic equation is the one for growth as a function of
time and reproduced here from Section 10.3.2:

y�
1

1 � exp(�k � (t � t0))
: (10:5)

Here ‘exp’ means exponentiation of the parenthesis
with the base for the natural logarithm, e�2.71828.
The logistic equation will be discussed further in Sub-
chapter 10.3 and Appendix 10.A, as well as the term
‘logistic’ which is sometimes just a cover-up for a simple
semi-log re-scaling.

10.2.3. Non-linear Hill Plots

One assumption about linearity of the logit (Hill) plot is
that all sites have the same affinity for the tested ligands,
i.e., association constants K1�K2�K3 � � � � �Kn. Systems
with different association constants between binding
sites, which is the most likely, will have curvilinear logit
(Hill) plots when experimental dose-response data are
drawn according to the logit equation (Eq. 10.4) (see
Figs. 8.7C�F and 8.8C�F for linear examples). At the
extreme ends of such a non-linear experimental curve
based on the logit, you may estimate the association
constant for the site with the highest affinity,�Kn, for
small values of [S], while for very high values of [S], the
affinity may be estimated for the binding site with lowest
affinity, K1 (Cornish-Bowden & Koshland 1975).

Therefore, when the logit plot of an observed dose-
response is not a straight line, the actual reaction
schemes behind the relation do not follow a simple
theory excluding interactions between binding sites. In

order to analyze such a system seriously for its equili-
brium reactions, you may consider formulas derived and
described for random or ordered sequential binding and
function in Chapter 6 (Table 6.1 and 6.2) (Tuk & van
Ostenbruggen 1996; Weiss 1997), and for two-state
models presented in Chapter 7.

10.2.4. Hill’s Formulation for Multi-sited
Hemoglobin

Hill (1910) and Adair (1925) derived a general formula
for multi-sited receptive units; both different from the
Hill equation and with possible site-interaction at bind-
ing. Their type of formula was later expanded according
to Pascal’s triangle as summarized in Table 6.1, and
described for the random reaction scheme as the
‘reformulated occupancy model’ (Tuk & vanOosten-
bruggen 1996), and by Weiss (1997) for both random
(independent) and ordered (sequential) reaction
schemes (see Chapter 6, Figs. 6.13�6.15, for details).

Hill (1910) gave the following general formulation:

y�
Xn

r
ar �

Kr � xr

1 � Kr � xr
; (10:6)

where y is the total fractional occupancy, factor ar is the
maximal fraction of receptive units with a number of ‘r’
ligands bound, and Kr is the association constant for
ligand binding with r�1 ligands already bound. The
implications of equating K with subscript ‘r’ allow for
co-operativity, as the association constants may vary
independently. That is, alternating site-interaction
upon binding.

It is interesting to note that even with ten binding sites
in the random binding regime with full occupancy but
without site interaction, the fit-determined Hill coeffi-
cient never rises above 2.1 (Fig. 6.11) (Weiss 1997).

10.2.5. Site-interaction in One and
Two-state Models

Numerous researchers have equated explicit expressions
for such multi-sited receptive units with site-interaction
in order to describe observed co-operativity, some in
one-state models (Hill 1910; Adair 1925; Pauling 1935;
Allen et al. 1950; Cornish-Bowden & Koshland 1975;
Segel 1975/93; Levitzki 1978; Dixon & Webb 1979,
pp 79�138; Wyman & Gill 1990; Wells 1992; Tuk &
vanOostenbruggen 1996; Weiss 1997) and others in two-
state models (Koshland et al. 1966; Eisenthal 1975),
while at the same time a whole tradition was built
around a two-state reaction scheme without site-interac-
tion upon binding (Monod et al. 1965; Karlin 1967;
Janin 1970; Perutz 1970; Thron 1973; Colquhoun 1973;
Perutz et al. 1998).

262 Part III: Test of Tools for Data Analysis



For two-states models, Perutz and co-workers paved
the path taken by others (Monod et al. 1963, 1965;
Harber & Koshland 1967; Perutz 1990; Perutz et al.
1998) by presenting the quaternary structural changes
of oxy/deoxy-hemoglobin consisting of four hemoglo-
bin subunits (Perutz 1942, 1960; Muirhead & Perutz
1963, Perutz et al. 1964).

10.2.6. Adair’s Equation Predicts Non-linear
Hill Plots

Both Hill’s multi-sited Eq. 10.6 and Adair’s equation
with individual association constants predict non-linear
Hill plots. Historically, the Hill plot was used by Adair
(1925) to demonstrate that Hill’s aggregation theory
with no site interaction was too simple. The aggregation
theory should show straight Hill plots, but Adair’s
experimental data gave a non-linear Hill (logit) plot
(Fig. 10.5) (Adair 1925, Fig. 2).

Based on the most recent theories for multi-sited
receptive units, it is interesting that each association
constant, as binding increases or decreases, has different
values and therefore must be considered separately in an
expression for the magnitude of a response as indicated
by Krs in Eq. 10.6. When Krs are not identical, the Hill
plot (the logit plot) can never be a straight line, except
for a Hill coefficient�1. In addition, as Cornish-Bowden

and Koshland point out ‘It is therefore rather puzzling
that straight Hill plots have so often been published in
which the Hill coefficients are appreciably different from
unity’ (Cornish-Bowden & Koshland 1975). Of course, an
escape explanation is that a narrow range of concentra-
tions may yield a linear logit plot and an assumption of
intermediate steps in the process could explain the
observed non-linearity (Levitzki 1978). However, accord-
ing to a linearized Hill plot, the random or ordered
sequential schemes with intermediate binding steps
involved before full occupancy of function (Table 6.2),
does not define straight lines even if all the association
(or dissociation) constants are equal (see Fig. 6.15B). In
addition, as already stated, to find identical association
constants as the binding process progresses is expected
to be a seldom event. Therefore, the multitude of
published linear Hill plots remains puzzling.

10.3. The Original Logistic Equation and
the Original Hill Equation

How are equations born? For all applications of data
analyses it is an art to find the formulation that best
describes and most faithfully interprets the results of
an experiment. However, due to lack of sufficient

Figure 10.5. Deviation by hemoglobin saturation with molecular oxygen from a linear logit, Hill, plot. The curve fitted to the data
points is a plot of Adair’s equation with adjusted association constants. Taken from Adair (1925, Fig. 2).
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information, a possible mechanistic interpretation ob-
tained by implementing a realistic equation is often
ignored in favor of a simple formulation that gives a
quick pseudo-qualitative description of one’s data. In the
biological sciences, a prototype example of this is the Hill
equation from 1910 and its more recent transformation
into a so-called ‘logistic’ equation (Jenkinson et al. 1995;
Jenkinson 2003; Neubig et al. 2003).

In order to evaluate theories for dose-responses that
are applied to experimental data � theories expressed as
equations � there may be an advantage in transforming
either the independent or the dependent variable, i.e.,
the x-axis or the y-axis, or both axes simultaneously. This
is also called meta-metric re-scaling. Examples of such
transformations are (1) a normal distribution re-scaling
of the response axis as suggested by Gaddum (1933;
1953) equal to a probit scaling; that is, a Gaussian
cumulative distribution of the dependent variable (see
Appendix 10.A) (Finney 1971). (2) A semi-logarithmic
re-scaling of the dose axis as suggested by Berkson
(1944) and Klotz (1982) equal to the semi-log plots in
Fig. 10.1B�D and Fig. 8.1B. (3) A logarithmic re-scaling
of both axes in a logit transformation as described early
on by several authors (Adair 1925; Berkson 1944; Finney

1971; DeLean et al. 1978) and depicted in Figs 8.7C�F
and 8.8C�F (see also Sub-chapter 10.A).

10.3.1. A Logistic Equation, What is That?

The classical logistic equation (Verhulst 1845; Pearl &
Reed 1920) is a formulation dealing with the description
of population growth and auto-catalytic chemical pro-
cesses as functions of time (Verhulst 1845; Ostwald 1883;
Robertson 1908; Pearl & Reed 1920; Reed & Berkson
1929; Smith 1968). Development of this formulation is
described in Section 10.3.2, and its history is recounted by
Cramer 2003b ((http://www.cambridge.org/resources/
0521815886/1208_default.pdf).

Meanwhile, Berkson who was familiar with the logistic
growth curve transformed the classical dose-response
relation (load) for drug-dose versus death-rate data into
an equation which he termed ‘logistic function’ due to
the resemblance of his semi-log transformed load equa-
tion with the logistic growth curve (Berkson 1944). In the
Berksonian transformation of the load, the independent
variable concentration S is expressed as the logarithm of
normalized [S]. Therefore, the Berkson ‘logistic func-
tion’ means semi-log plotting of load (Fig. 10.6).

Figure 10.6. The logistic equation as analyzed by Berkson for dose-death relations and termed a ‘logistic function’. Taken from
Berkson (1944, Chart 1) with permission from the Journal of the American Statistical Association.
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In fact, Berkson’s intention with the transformation
was to show that the ‘logistic function’ of the load and its
logit4 formulation yielded better statistics for the para-
meters than the probit analysis suggested by Gaddum
(1933).

Since Berkson’s semi-log transformation, the ‘logistic’
re-scaling of load has also been adopted for Hill-type
formulations (van Rossum 1966) and characterized as a
‘logistic equation’ (De Lean et al. 1978; Jenkinson et al.
1995; Neubig et al. 2003; Motulsky & Christopoulos
2004) (see also Sub-chapter 10.A).

Today, the purpose is to plot and analyze the
hyperbola of the load or sigmoidality of dose-responses
by the Hill equations in semi-log displays (Figs. 10.1B
and 8.1D), for better statistical evaluation of the func-
tion parameters (Finney 1971; Motulsky & Christopou-
los 2004).

The next sections will reveal that when we perform a
so-called logarithmic transformation of the modified
Hill equation (Eq. 10.2), to a ‘logistic-Hill’ equation, it is
a mere focus on logarithmic re-scaling of the indepen-
dent variable for semi-log plotting and parameter
evaluation, rather than the formulation of a new
equation for synagics. Furthermore, it is not in any way
congruent with the original logistic equation dealt with in
analysis of growth. To illustrate, I will begin with the
logistic equation for growth.

Note: in case there is no interest in logistic growth
curves, you should go directly to Section 10.3.3 dealing
with the ‘logistic’ Hill equation.

10.3.2. When Math meets Nature’s
Self-limiting Systems

Setting up a mathematical formulation to describe
processes in Nature and human society is an ever-
developing issue (Nowak 2006; Weisstein 2007 http://
scienceworld.wolfram.com). As an example, we can take
different types of formulations for growth. As such,
formulations for population growth are often referred
to as logistic equations. Nearly 200 years ago, Malthus
described population growth by a simple exponential
function (Fig. 10.7) (Malthus 1798, revised in 1803,
introduction by MP Fogarty). Since the Malthusian
approach resulted in an unlikely unlimited growth,
Gompertz (1825) invented and presented a popula-
tion-mortality (growth) theory formulated as:

N �Nmax �exp(�exp(�(t�t0)=b)): (10:7)

Here N is the ‘response’ equal to the actual number of
deaths and Nmax is the total possible deaths, t0 the start
of time, and b a time constant. The Gompertz equation
may also be used to describe population growth
(Fig. 10.8). This growth is normalized to vary between
zero and one; one representing the maximum possible
population. Gompertz’s theory has a rather steep
increase in population at the beginning (Fig. 10.8), a
phenomenon not characteristic of real population
growth. Therefore, as we shall see, Verhulst introduced
yet another growth theory.

Populations have maxima that depend on several
conditions � one being available volume or surface. As
real populations reach a maximum and do not expand
rapidly with time at the beginning, which is the case for
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Figure 10.7. Malthusian growth curve. Malthus’ geometrical (exponential) relationship according to the equation in Table 10.2.
By some termed Gompertz curve. The rate parameter r, equal to the Malthusian parameter, is varied in five steps from 1 �0.05
(*) to 5 �0.05 (����), increasing by 0.05 between steps. See Malthus (1798).

4 The term ‘logit’ was coined by Berkson (1944) to differentiate it
from the ‘probit’.
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the Gompertz equation, the model by Gompertz was
soon revised by Verhulst employing a differential equat-
ion (Verhulst 1838, 1845, 1847) and here expressed in
homology with a first order difference equation:

Nt�1 �C �Nt �(1�Nt); (10:8)

where Nt is the running number and C is a system
constant (Table 10.2) (Peitigen et al. 1992, pp. 63�134;
Kingsland 1995; Camazine et al. 2001, pp. 42�44;
Turchin 2003). Verhulst coined Eq. 10.8 a ‘logistic’
equation (Verhulst 1845). The logistic equation was
independently rediscovered in 1920 by Pearl and Reed
(1920). Almost simultaneously, Pearl recognized Ver-
hulst’ earlier discovery of the difference equation (Pearl
1922). In an exchange of ideas with Pearl, Yule
reintroduced the term logistic for the Verhulst/Pearl &
Reed equation (Yule 1925; Kingsland 1995). Since then,
formulations on growth have been known as logistic
equations.

Accordingly, the transformed Verhulst formula (Eq.
10.8) is a new logistic equation, generally referred to
as the logistic equation (Weisstein 2007; http://math
world.wolfram.com). Eq. 10.8 may be compared with a
first order differential equation used by Ostwald (1883)
to describe auto-catalytic progression with time. Thus,
an auto-catalytic5 and mono-molecular reaction is
formulated by:

d(ar)

dt
�Rmax �ar �(1�ar) (10:9)

(Verhulst 1938; Wilhelmy 1850; Ostwald 1883, 1902;
Robertson 1908a) and limited by a maximal value of
events, Rmax. Here ar is the actual reaction, homologous
to the response in the form of N in Eq. 10.7 and Nt�1 in
Eq. 10.8. Eq. 10.9 is a differential version of Eq. 10.8. We
have now moved from integer math to thermodynamic
ensemble math.

Inserting TR for Rmax in Eq. 10.9 and integrating
yields:

ln

�
ar

TR � ar

�
�k �(t�t0); (10:10)

in which k is a rate constant, see for instance Robertson
(1908a,b), who used this modified logistic equation to
describe growth in individuals with time.

Note that the logistic equation in Eq. 10.10 has a
‘logit-like’ expression to the left of the equal sign, but a
non-logarithmic expression to the right of the equal
sign for its independent variable time. Compare Eq.
10.10 with Eq. 10.4 for the Hill (logit) plot in
Section 10.2.2. The Hill plot equation with its logit
expression is logarithmic on both sides. On the other
hand, as we shall see, the ‘logistic Hill’ equation (Eq.
10.15) has only a logarithmic re-scaled independent
variable. Thus, Eq. 10.15 merely has a semi-log adjusted
concentration.
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Figure 10.8. Gompertzian growth curve. Plots of the growth law also known as Gompertz function (Table 10.2). Here the
Malthusian parameter r is varied in five steps from 1 �0.2 (*) to 5 �0.2 (����), increasing by 0.2 between steps. After Gompertz
(1825).

5 There is modern use of autocatalytic processes in networks, see, e.g.,
King (1981), Lee et al. (1997), and Goldstein (2006).

266 Part III: Test of Tools for Data Analysis

http://mathworld.wolfram.com
http://mathworld.wolfram.com


Before proceeding, we must first reformulate Eq.
10.10 to its non-logit distribution form with a term as
ar/TR. The anti-log of Eq. 10.10 gives us:

ar

TR � ar
�exp(k �(t�t0)): (10:11)

Then by using regula detri rule 1a from Chapter 1 (Box
1.1), we get:

ar

TR
�

exp(k � (t � t0))

1 � exp(k � (t � t0))
; (10:12)

which, by dividing terms at the right with exp(k �
(t�t0)), we can rewrite to:

ar

TR
�

1

1 � exp(�k � (t � t0))
: (10:13)

Eq. 10.13 is also generally considered as the logistic
equation (Fig. 10.9). Here time t is the independent
variable. The level of growth varies as time goes by
between zero growth and the maximum growth ex-
pressed as unity or 100%. If time is only defined in the
range 05timeB�, then the rate constant k is related
to the initial level of growth, where constant t0 is the
time for maximal growth rate at the inflection of the
growth curve (Fig. 10.9).

I have to admit that to equalize the plots in Fig. 10.9
with the plot in Fig. 10.1D is immensely tempting as they
seem identical. Nevertheless, recognize that the mean-
ing behind the two graphs is quite different.

Eq. 10.13 was the form of equation used for the
growth of the USA population with time (Pearl & Reed
1920). Nearly 200 million individuals, equal to TR or
‘the maximal carrying capacity’, was the estimated

maximal population found by data obtained for the
USA until 1910 (Fig. 10.10). Location at the time axis of
the inflection point for the fitted growth curve turned
out to be the year 1914; four years ahead of the latest
obtained population record (Fig. 10.10).

The general form of Eq. 10.13 is given in Eq. 10.14:

y�
1

1 � ea�b�x
; (10:14)

in which y is the level of sigmoidal increase as a function
of any independent variable x, while a and b are system
constants. When the independent variable x is time, b is
a rate constant. Using Fig. 10.10 as an example, growth
of the American population before 1920 had time
constant 1/b equal to 31.9 and its ‘half-time’ was 31.9 �
0.693�22.1 years. The ‘half-time’ in the logistic equa-
tion is not the time it takes to double a population,
therefore it is better to use a term as ‘standard interval’
for 1/b (Yule 1925). Parameter b is also known as the
Malthusian parameter. The US population followed the
logistic equation nicely in the beginning of the 20th
century (Yule 1925, Fig. 4) and until the 1940s, still with
an inflection point around year 1914 (Snedecor &
Cochran 1967). However, after 1940, luckily or unluck-
ily, the rate constant b for growth of the US population
did not stay constant; it increased. Furthermore, the US
population did not saturate at around 200 million
individuals, as suggested in Fig. 10.10, but is now over
300 million and still growing. In addition, the logistic
equation is no longer a good descriptor for the growth
of inhabitants in the USA. The two major reasons are a
post-war baby boom in the 1940s and an improved
health care system (Snedecor & Cochran 1967) not
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Figure 10.9. Verhulstian growth curve. Logistic equation for simulation of population growth. Plots of the logistic equation
according to Verhulst (see Table 10.2). Plots are spaced by changing parameter in five steps from 1 �0.2 (*) to 5 �0.2 (����),
increasing by 0.2 between steps. After Verhulst (1838, 1845).
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incorporated in the formulation in Eq. 10.14. In fact, the
logistic equation is not a good descriptor for population
growth anywhere (Kingsland 1995; Turchin 2003), but
may still be used for predicting an increase in industry
products such as cellular phones (Cramer 2003a).

10.3.3. Transforming Logistic Equations to
Hill’s Equations and Vice Versa

Using mathematical manipulations, we can transform
the above logistic equation with time as independent
variable (Eq. 10.14), into an expression that is identical
to the modified Hill equation (Eq. 10.2), where K is an
association constant equal to 1/Ks, while the ligand
concentration is the independent variable. Thus, assum-
ing a in Eq. 10.14 to be a new constant equal to nH �
ln[Ks], and b yet another novel constant equal to nH,
and, in addition, the independent variable x converted
from time t as a variable to a different variable, viz. the
natural log of the ligand concentration, ln[S], we can
rewrite the original logistic Eq. 10.14 as:

y�
1

1 � e(nH �ln[KS]�nH �ln[S])
�

1

1 � (Ks=S)nH
; (10:15)

in which y is the fraction of bound receptive units or the
fraction of active effectors as a function of the ligand
concentration S, Ks is an equilibrium dissociation con-
stant, and nH is the Hill coefficient for a modified Hill
equation, equal to our earlier parameter ns in Chapter 8.

The right hand-side of Eq. 10.15 is identifiable with the
modified Hill equation (Eq. 10.2), and hence, the left
hand side of this expression is a ‘logistic’ version of Hill’s

modified equation, i.e., the logistic equation conjured
into the ‘logistic’ version of the modified Hill equation.

Fig. 10.1D is a graph of Eq. 10.15 with ln[S] as the
independent variable (in the figure it is log[S]) and nH

varying in five steps (see figure legend). In this, the
graph in Fig. 10.1D is also just a simple semi-log
presentation of the modified Hill equation.

If we assign a sign in reverse, i.e., a minus sign, for the
exponent (nH � ln[Ks]�nH � ln[S]) in Eq. 10.15, then the
transformation of the ‘logistic’ equation yields the well-
known reverse modified Hill equation in Eq. 8.4:

y �
1

1 � e�(nH �ln[Ki]�nH �ln[S])
�

1

1 � (S=Ki)
nH
; (10:16)

with a Hill slope factor nH equal to ni described in
Chapter 8, a dissociation constant for an inhibitor Ki

instead of one for an agonist, and examples of its curves
depicted in Fig. 8.8D�F.

The initiation of this ‘logistic’ transformation of the
Hill equation in Eqs. 10.15 and 10.16 can be traced
back to a comparison between a general form of
logistic equations and Hill’s equation (van Rossum
1966; De Lean et al. 1978). However, one can argue
that the logistic-Hill-calamity if-you-will started with
Joseph Berkson switching use of the logistic equation
for time-dependent autocatalytic processes to processes
dependent on a concentration-like variable for data of
mortality rate (Reed & Berkson 1929; Berkson 1944).

The above example on how the original logistic
equation (Eq. 10.13), where time is the natural indepen-
dent variable, can be transformed into its dose-response
counterpart (Eq. 10.15), is described in Jenkinson et al.
(1995) and Neubig et al. (2003), see also for instance
Giraldo et al. (2002) and Giraldo (2003).
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Figure 10.10. Population growth in the USA from 1790 to 1910. Analysis using the logistic equation. Maximal US population�
196910 �106 individuals, ‘time constant’�3291 years, year of inflection point�191493. Based on Pearl and Reed (1920).
None of the logistic functions, including the sigmoid function for population growth match the actual development of population
growth in the 20th century (Snedecor & Cochran 1967; Kingsland 1995; Turchin 2003).
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Observe though, that the significance of parameters
Ks and nH and of independent variable S in the Hill and
reverse-Hill ‘logistic’ equations is totally different from
the physical meaning of parameters a and b and of
independent variable x in the original logistic equation
(compare Fig. 10.1D and Fig. 10.9). The new parameter
ln[Ks] and the variable ln[S] have no physical meaning.

In addition, see comments by Jenkinson (2003, pp.
16�17) on the difference between the ‘logistic’-Hill
equation and the logistic equation for growth.

10.3.4. Practical Use of a ‘Logistic’ Hill Equation

The similarity between the original logistic equation and
the ‘logistic’ transformed Hill/reverse-Hill equation has
led users of the Hill equations into quoting the modified
Hill equation in its ‘logistic’ form (Accamazzo et al.
2002; Hornigold et al. 2003; Motulsky & Christopoulos
2004; May et al. 2007) or just describing the Hill
equation as ‘logistic’ (De Lean et al. 1978; Barlow &
Blake 1989; Lazareno & Birdsall 1993; Kenakin 2004, pp.
94 and 144; Ehlert 2005).

The modified Hill Eq. 10.2 in its ‘logistic’ form is
formulated as:6

y �
1

1 � 10nH �(log[KS]�log[S])
; (10:17)

in which log[Ks] might also be log (EC50).
In my opinion, Eq. 10.17 does not make things any

easier to grasp. Rather, it will confound new users into a
belief of some special significance. This is not the case. It
appears merely as vestiges of ‘The emperor’s new
clothes’. We are dealing with a simple pleonasm, since
the log[S] is equated as a power for a base of 10, meaning
that S still operates as straight forward S in Eq. 10.17.

Of course, one can argue that there is logic in the
‘logistic’ form of Hill’s equation when plotting data in a
semi-log plot, where it may be said that by converting the
independent variable now expressed by log[S] is the
same as formulating Eq. 10.17, which is true (Giraldo
et al. 2002; Giraldo 2003).

Meanwhile, we have obtained nothing by just quoting
the ‘logistic’ transformation of the Hill equation com-
pared with the ordinary modified Hill equation, except
for a focus on the semi-log re-scaling for improved
presentation and statistical evaluation. If this is the
purpose, why not just say as much in a Methods sec-
tion? And, further, remember that for hyperbolic

dose-response relations the ‘logit’ actually is often a
better method than the semi-log (‘logistic’) transforma-
tion for statistical evaluation of log(EC50). Therefore,
why not quote and use the ‘logit’ instead of the ‘logistic’
semi-log re-scaling? See section 10.A.11.7

Notice that S�0 is not defined in the ‘logistic’-Hill or
in the semi-log plot of Hill (Table 10.1). Thus, the
‘logistic’-Hill has a disadvantage compared with a plot of
Hill’s equation in the linear� linear form. For all the
listed equations in Table 10.1, the dependent variable ‘y’
varies between zero and unity. The range of indepen-
dent variable x, on the other hand, alternates between
types of logistic equations (Table 10.1 and 10.2). For
instance, there is a difference between the range of the
independent variable x for non-transformed and trans-
formed forms of Hill equations (Table 10.1). The
independent variable, concentration, is not defined for
x�0 in the ‘logistic’ transformed versions, while in
reality the physical process is defined for x�0; equal to
the control response and at zero ligand concentration.

Therefore, when fitting to a semi-log plot of synagic
data, it is recommended to insert an extra data point at a
low ligand concentration value and with zero response.
That is, include a fictive data point at zero response two
or three orders of magnitude below the concentration
of the first data point with an actual ligand concentra-
tion eliciting a small response and instead of the data
point at zero ligand concentration (see also Motulsky &
Christopoulos 2004, p. 264).

10.3.5. ‘Logistic-Hill’ is a Technical Term

It is true that a semi-log plot of data from synagic
experiments analyzed by non-linear fitting of the Hill
theory yields better statistics than in its linear� linear
form (Motulsky & Christopoulos 2004, pp. 256�265).
This is correct in principle for synagic data if carried out
according to the probability laws (Finney 1971, Chapters
2 and 3), but not necessarily for other types of data. For
instance, population growth data analyzed by the logistic
equation is best handled by a linear� linear scaling of
data (see Fig. 10.9).

Taken as a whole, it is the semi-log, the logit, or the
probit technique used on synagic data that yields the
better statistics, rather than just quoting exotic expres-
sions for the Hill equation. It may be said that it all boils
down to a matter of taste. My preference is to give the
Hill equation as the modified Hill equation (Eq. 10.2),

6 A section in the appendix at the end of the chapter gives references
to concentration dependent ‘logistic’ equations in Sigma-Plot software
(Section 10.A.13 and Table 10.3).

7 For nH�1, Hill and ‘logistic’-Hill are both sigmoidal curves in
linear� linear plots, but symmetrically S-shaped when represented as
curves in semi-log plots (Fig. 10.1). Also, see Chapter 8 on S-shape
versus sigmoidality. The original logistic growth curve in Eq. 10.13 is a
sigmoidal and symmetric curve in the relative linear� linear plot but an
S-shaped and non-symmetric curve in the semi-log plot (see Section
10.3.6, Fig. 10.9 and Table 10.1).
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and plot data in so-called semi-log plots with appropriate
statistical evaluation of log(EC50) in either ‘logistic’ or
logit transforms. The transforms may not be needed
with use of modern statistical software.

The term ‘logistic’ in connection with Hill’s equation
is a technical term referring to semi-logging, while for

instance the term ‘distribution equation’ is a functional
descriptor with more meaning, as it also discriminates
the Hill equation from the original logistic equation. In
line with this, Jenkinson also has a warning against
mixing the logistic equation and the Hill ‘logistic’
equation (Jenkinson 2003, Eq. 1.2.44 and Appendix
1.2D, pp. 16�17).

In summary, quoting a ‘logistic’ Hill equation simply
implies semi-log re-scaling for better presentation and
statistics.

10.3.6. The Richards Equation

Giraldo has specifically analyzed equations for asymme-
try, lacking in Hill’s function (Giraldo et al. 2002;
Giraldo 2003). One such equation is the Richards
equation (Richards 1959),8 where the whole denomi-
nator is raised to a power (Van der Graaf & Schoemaker
1999). Thus, for instance:

y�
1

[1 � (Ks=x)nH ]nR
; (10:18)

Table 10.2. Terminology for logistic growth � examples of
formulae for population growth equal to logistic equations

Name of equation Equation

Malthus’ equation with Malthusian

parameter r $
See Gompertz curve

Gompertz curve /y�a�bqx
�y�a�eb�ec�t

Gompertz standard model also known

as the law of growth

/N(t)�N0 �er�t

Gompertz modified model /N(t)�C�N0 �er�t

Logistic curve or when normalized

called the logistic distribution

/y�
a

1 � b � qt

Logistic equation also called sigmoid

function or Verhulst’ model

/y�
1

1 � (1=y0 � 1) � e�rt

Sigmoid function also called the sigmoid

curve, logistic function or sigmoid

equation#

/y�
1

1 � e�x

Verhulst’ équation logistique /

dN

dt
�

rN � (K � N)

K
Differential version of the logistic model

and its discrete quadratic version also

known as the logistic map; which leads

into deterministic chaos

/Xn�1�r�Nn �(1�Xn)

$Parameter r is the maximum population growth rate, equal to parameter c in
Gompertz’ curve equation, where parameters b and c are negative numbers.
e�base of the natural logarithm, t�time, and x�any independent variable.
#‘Sigmoid equation’ in SigmaPlot manual (2004).

Table 10.1. Various types of ‘logistic’ equations (for comments see Section 10.3.5)

Dependent

Variables

Independent

Variables Plot type Plots in figures Range of x

Logistic equations

The original /

1

1 � e(a�b�x)
x Symmetric sigmoid 10.9 ��BxB�

log x Skewed 0BxB�

Modified Hill /

1

1 � (Ks=x)nH
x Skewed sigmoid 10.1A; 8.8 A ��BxB�*

log x Symmetric S-shaped 8.8B 0BxB�

Semi-log transformed Hill /

1

1 � 10nH �(logKs�logx)
x Skewed sigmoid 10.1A; 8.8A 0BxB�

log x Symmetric S-shaped 8.8B 0BxB�

Semi-log transformed reverse Hill /

1

1 � 10�nH �(logKi�logx)
x Skewed sigmoid 8.8D 0BxB�

log x Symmetric S-shaped 8.8E 0BxB�

Reverse Hill /

1

1 � (x=Ki)
nH

x Skewed sigmoid 8.8D ��BxB�*

log x Symmetric S-shaped 8.8E 0BxB�

Constants a and b exist for all values. *Only range 05xB� is relevant. Ks only for 0BKsB�.

8 Reference to a Richards equation in this section is due to Giraldo
et al. (2002). I must admit that I do not see the correspondence
between Richards’ formulations (Richards 1959) and those by Giraldo
et al. (2002). Meanwhile, in this text I shall stick with the Giraldo-
nomenclature. Note, the conventional ‘Richards equation’ is used in a
different field; namely hydrology (Scienceworld.wolfram.com).
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where y is a response as a function of independent
variable x. System constant nR signifies a Richards
coefficient. Both Hill’s symmetric equation and Gom-
pertz’s asymmetric equation (http://mathworld.
wolfram.com) are included in the Richards equation
(Giraldo et al. 2002). The effect of varying the Richards
coefficient, nR, on sigmoidality is shown in Fig. 10.11,
depicting the skewed sigmoidality of Richards’ equa-
tion for changing values of Richards’ coefficient in
semilog plotting. For nH�1, this type of equation is
also called a ‘generalized logistic curve’ (Table 10.3).
As an example, the Richards equation with nH�1 has
been used frequently to analyze ion-pump data (Garay
& Garrahan 1973; Eisener & Richards 1981). Mean-
while, since the Richards equation is purely an empiri-

cal formulation (Richards 1959), its relevance as a
mechanistic tool should be questioned.

Eq. 10.18 can be applied to a sequential process of
nR steps, in which only the final step renders activity
or a conformational switch with change in ligand
binding, RSn?R�Sn; governed by an isomerization
constant equal to Lns, where Lns is assumed small
compared to the other forward parameters as associa-
tion constants denoted Kax�1/Kdx. Besides assuming
LnsBBKax, we can further simplify the system by
assuming that all the forward equilibrium association
constants are identical. Compare with the Weiss model
described in Chapter 6.

Giraldo and coworkers (2002) show that the exponent
under these assumptions is equal to the number of
steps.9 The slope at the point of inflection for four
synagic models has been derived as a general expression,
equal to 4 � {(dR/d log[S])50}/{ln10 �Rmax} and includes
the Hill and Richards equations (Berkson 1944; Hill
1985, pp. 64�66; Giraldo 2003). However, both the Hill
equation and the Richard type of equations as stated
are empirical equations that may be used for semi-
quantitative estimates of deviation from the simple load
formulation, but as mechanistic models they are only
relevant for systems with full co-operativity or complete
simultaneity.

See Giraldo et al. (2002) for a more detailed account
of the Hill, the modified Hill, the Gompertz, and
Richards equations as well as their asymptotic location,
midpoint, and inflection points.

Table 10.3. A comparison of expressions for various equa-
tions used with those in the SigmaPlot software, some
incorporating the term ‘logistic’

Present terminology SigmaPlot† terminology*

Hill equation (modified) Hill equation

Reverse Hill equation Logistic equation or four parameter

logistic curve

Logistic equation# Sigmoid equation#

Gompertz curve Gompertz growth model

Generalized logistic curve§ or

Richard’s equation

Modified hyperbola III$

Load plus diffusion as used in

Chapter 9

Rectangular hyperbola II or one site

saturation�non-specific

*SigmaPlot terms from SigmaPlot User’s guide (2004, Chapter 20).
#See Table 10.2.
§Cramer (2003a) used the terms ‘logistic curve’ and ‘logistic function’ inter-
changeably; as did Verhulst (1845).
$For nH�1.
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Figure 10.11. A Richards’ function also called the generalized Hill equation. Here the Richards coefficient nR is varied in five
steps from 1 �0.2 (*) to 5 �0.2 (����), increasing by 0.2 between steps, while keeping the Hill’s coefficient�3. Terminology after
Giraldo et al. (2002).

9 Compare this with the meaning of nH in Hill’s aggregation theory
described in Section 10.1.2.
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10.3.7. Use of Double Hill or Seriatim
Hill Equations

Hill first suggested use of summed Hill equations
(Eq. 10.6) (Hill 1910). Using the sum of two or more
Hill equations to describe dose-response data with bell-
shaped or reverse bell-shaped appearance is even
further from the mechanism of a functional system,
although this type of analysis is rather popular (Pliska
1994; Taleb & Betz 1994; Rovati & Nicosia 1994; Vogel et
al. 1995; Bronnikow et al. 1999; Accomozzo et al. 2002;
Tucek et al. 2002; Hornigold et al. 2003; May et al.
2007), requiring determination of between six and
seven system constants when two Hill equations are
combined. There are other examples for the use of
seriatim Hill equations. They appear as products or
sums of Hill equations in analysis of genetic regulatory
networks (Meir et al. 2002) and in pharmaco-dynamic
and pharmaco-kinetic analyses of drug�drug interaction
in signal transduction, in ligand binding studies (Wells
1992), and in clinical drug treatments (Scaramellini
et al. 1997; Short et al. 2002; Jonker et al. 2003), as well
as for synergy described in Chapter 12 (Chou & Talalay
1981, 1984; Berenbaum 1989; Greco et al. 1995; Chou
2006).

Recently, Michel (2007) derived equations for a
combined Hill scheme and Adair approach with varying
association constants due to binding interactions.

Bell-shaped synagics may also be analyzed by a series
of simple load functions (Szabadi 1977; Ehlert 1988; Jarv
1994; Williams et al. 2000; Cladman & Chidiac 2002;
Griffin et al. 2003), requiring determination of between
four and five parameters when operating with the sum
of two loads.

Ultra-sensitivity and switch-like function, for instance
in signaling cascades, may be obtained by several levels
of enzyme-induction and described by embedded Hill
equations (Huang & Ferrell 1996; Ferrell 1997).

Combining the Hill equation as well as other models
with a term for feed-forward and feedback was intro-
duced by Hofmeyr and Cornish-Bowden (1997; Cornish-
Bowden 2004, Sub-chapter 12.10; Hofmeyr et al. 2006).
However, these models are non-mechanistic.

For a description of models for bell-shaped responses,
but with a mechanistic implication, it is recommended
to try other models such as the allosteric two-state model
(ATSM) and the homotropic two-state model (HOTSM)
presented in Chapter 7, or the random and ordered
reaction schemes including their expanded versions in
Chapter 6 (Table 6.2).

10.3.8. Use of Hill-Richards Type Formulations

Just as we use Hill-type equations in analysis when
agonism deviates from the load and seemingly involves

an auto-intervention or co-operative process, likewise we
use reversed Hill-type equations when the action of an
interventor also indicates an intervention process or a
modulator a modulatory process that deviates from the
simple load (Lazareno & Birdsall 1993, 1995; Trankle
et al. 2005).

For the effects of combining agonists and interventors
or modulator molecules there are suggestions in the
literature for the use of embedded Hill-Richards for-
mulations in order to characterize parameters (Lazar-
eno & Birdsall 1995; Trankle et al. 2005). Meanwhile, if
probing for a physical interpretation of synagic data,
once again my preference would be to try the interven-
tion model or the ATSM by Hall, and possible exten-
sions thereof with different binding constants due to site
interactions (Chapters 2 and 7).

10.3.9. On the Similarity Between the Hill Equation
and the Modified Boltzmann Equation

Gibbs free energy (Fig. 1.5) may be represented by
electrical potentials, concentration gradients, tempera-
ture gradients, pressure and other forms of physical or
mechanical forces.

Boltzmann’s equation for probability distribution at
equilibrium10 recast into a chemical form is the Nernst
equation, which we can write as:

Eeq �E1 �E2 �
RT

zF
�log

[S]1

[S]2

; (10:19)

in which Eeq is equal to the equilibrium potential
measured for example in milivolt given as the difference
between the potential at side 1 and 2, E1�E2. RT/zF is a
constant equal to 61.5 mV at 378C and [S]1 and [S]2 are
the passively distributed concentrations of S at side 1
and side 2 (Nernst 1889; Hille 2001, p. 13).

For voltage operated ion channels (VOCs), a mod-
ified form of the Boltzmann equation dictates a ratio of
open (O), to the sum of both open and closed (C)
channels (Fig. 5.2B), that is:

O

O � C
�

1

1 � exp[(zF=RT) � (V1=2 � E)]
; (10:20)

where ‘exp’ is the natural base e and zF/RT a constant as
before. When the potential is equal to V1/2 then 50% of
the channels are open. V1/2 is similar to the so-called
Boltzmann constant.

The relation in Eq. 10.20 is often plotted in a log-
linear form (Hille 2001, p. 55).

10 In fact, developing this distribution equation was done nearly
simultaneously by Maxwell (for rate of molecules) and by Boltzmann
(for energy of adsorption). Thus, this distribution equation is also
known as das Maxwell-Boltzmannsches verteilungsgesetz.
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Eq. 10.20 clearly resembles the Verhulst growth
expression, the logistic Eq. 10.13, and since from the
Nernst relation in Eq. 10.19 we have E proportional to
ln([S]/Kd), it is tempting to replace E in Eq. 10.20 with
ln([S]/Kd) and rewrite Eq. 10.20 such that the expres-
sion for the number of charges, �z, moved in the
voltage gating is replaced by the number of ions binding
and equated with Hill’s coefficient nH. Therefore, we
can write:

O

O � C
�

ar

TR
�

1

1 � (Kd=[S]nH)
; (10:21)

where ln(Kd) replaces the V1/2. A transformation of the
modified Boltzmann equation to the Hill equation.

In fact, this transformation has its own life in analysis
of VOCs (Spivak 1995; Yifrach 2004; Kubokawa et al.
2005; Chapman et al. 2006; Zhang et al. 2007), and will
not be discussed further here, except that the transfor-
mation does not bring the logistic equation with time as
an independent variable any closer to the Hill equation
for dose-response analysis in synagics.

10.4. Conclusions

10.4.1. Details on the Use of Hill’s Equation

We can summarize the advantages and problems of
using Hill’s equation and its derived versions in the
following seven paragraphs.

(1) As a physical model, the modified Hill equation
(Eq. 10.2) describes a coincidence system. The
coincidence may come about by a simultaneous
and saturating binding of ligands to a multi-
sited preexisting complex or in the instant
formation of a multi-subunit complex where
each subunit is already liganded. The latter
possibility may be a scenario for di-merization of
growth factor receptors (GFRs) (Bublil &
Yarden 2007), though unlikely for GPCRs (Ma
et al. 2007). Thus, for some GFRs, liganding of
single unit receptors might increase the like-
lihood of di-merization or multi-merization.
Hill’s aggregation theory revitalized. The Hill
equation may also be used for a multi-sited
system with a final dominating step for binding
or function. Thus, the Hill coefficient can be
equal to the number of binding sites, when
reaction models behave as an all-or-non associa-
tion/dissociation reaction scheme, e.g., when
the final binding step has a much higher affinity
than the preceding binding steps, as in hemo-
globin-O2 binding (Table 5.3) (Roughton et al.
1955; Monod et al. 1965; Weiss, 1997).

(2) The Hill analysis is a practical and convenient
measure of co-operativity when information
about a system is limited.

(3) Obtaining a non-linear Hill plot, i.e., a non-
linear logit plot, is one way to uncover devia-
tions of experimental data away from the
modified Hill equation. In case the Hill (logit)
plot of data with n"1 deviate significantly from
linearity, try the Pascal triangle expansion for
multi-sited receptor complexes where indivi-
dual association constants are allowed to vary
(Adair 1925; Ricard & Cornish-Bowden 1987)
(see also Tables 6.1 and 6.2, or try allosteric
models such as the HOTSM for single ligand
applications, Chapter 7).

(4) The Hill equation is a special distribution
equation for synagics rather than a logistic
equation. The ‘logistic’ formulation of Hill’s
equation is a technical term for semi-log plot-
ting and for statistical evaluation of data. It is a
mere reference to semi-log analysis of synagic
data, on the same line as a logit or a probit
analysis. Semi-log presentation of dose-response
results, synagic data, is recommended.

(5) Analysis may be performed for instance in semi-
log plots of synagic data, thus evaluating the
log(EC50). Semi-log plot of experimental data
analyzed by non-linear fitting to synagic data
yields better statistical evaluation for the system
constant EC50, i.e., log EC50, compared to
linear� linear analysis of data (Motulsky &
Christopoulos 2004, pp. 256�265). This is true
in principle if carried out according to the
statistical laws, even when the Hill coefficient is
1. On the estimation of the median effective
dose, ED50, and its logarithmic transformation,
logED50, see for instance Finney (1971, 1978,
Chapters 3 and 4; Berkson 1944). The probit
and especially the logit methods for parameter
evaluation should also be considered. In theory,
the logit method is even better than the semi-
log (‘logistic’) method in using the modified
Hill equation as a base for analysis of dose
response data (Berkson 1944). Modern software
may overcome such difficulties.

(6) In publishing results based on an analysis using
Hill’s modified equation and combined with
either semi-log, logit, or probit transformation,
write the following: modified Hill’s equation
was used as theory, and the statistical evaluation
was performed by semi-log (logistic) transfor-
mation, by logit (double log of relative bound
over free receptors) transformation, or by
probit (normal equivalent deviate of dependent
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variable versus log of independent variable)
transformation.

7. The modified Boltzmann equation (Eq. 10.20)
resembles the logistic equation (Eq. 10.13), but
the two are used in different applications with
different meanings. The electrical potential as a
force appears similar to time as a ‘force’ and may
mathematically be transformed to concentration
as a force.

In summary: (1) quoting ‘logistic Hill’ ought to cover
the same as a semi-log analysis of data and based on the
modified Hill equation, and (2) the real problem with a
choice of the modified Hill equation for theory is when
it works as a silencer of explorative investigations,
thereby preventing possible penetrating analyses.

10.4.2. Is Hill in Hell?

A century celebration of Hill’s equation � now, then, and
in 2010, alia equibus.11

When co-operative logistics has to come ‘true’, ill
shivers us as a hellish flu.

For whether you don’t or you do have a clue, what do
we do with a Hill of two?

We use him here, we use him there, for Bells the
scientist uses ’im everywhere.

Is Hill in Heaven, is Hill in Hell � as he’s hill-hidden �
no one can tell.

(to be cont’d....)

10.A. Appendix A: A Short Course on the
Term ‘Logistic’ and its Uses in Statistics

Here the term ‘logistic’ is put in a slightly different
perspective compared to the term ‘logistic’ discussed in
the preceding Sub-chapters; although several of the
related concepts are the same and also repeated here.

10.A.1. Statistical Analysis

Statistics is the science of analyzing, interpreting, and
understanding data. There are various statistical meth-
ods for analyzing data. Which method to choose will
depend on the distribution of data and the theory
selected for their analysis. Before an analysis, the
selected theory may further be transformed such that a
plot of data according to the transformation is more
equally distributed, ‘linearized’ and skewness of resi-
duals thus reduced. Examples of this are given below.

From a narrower perspective, statistics may be said
to be an analysis of the validity of data sets, testing
probabilities, and comparing models. Examples of
hypotheses and methods for data evaluation are chi-
square-, t- or F-tests, least square and/or maximum
likelihood fitting, and data transformations (Quinn &
Keough 2002; Samuels & Witmer 2003; Sokal & Rohlf
1995, 2004), and frequentists or Bayesians interpreta-
tion of probability (Cox 2001; Quinn & Keough 2002;
Winkler 2003; Gelman et al. 2003; Lee 2004; Sivia &
Skilling 2006). As an example, Bayesian interpretations
relying on inference and filtering is now also used for
optimal exclusion of spam E-mails (Zorkadis et al.
2005). When the variance alters for data in the data
set with time or another independent variable, this is
an entirely separate subject. Its analysis in economics
won Robert Engle the Nobel prize in 2003, solving the
autoregressive conditional heteroskedasticity (http://
nobelprize.org/nobel_prizes/economics/laureates/2003/
engle-lecture.html). On more general aspects of data
analysis see Ford (2000).

10.A.2. Statistical Methods

Names for some of the statistical methods are listed here:
linear regression, curvilinear regression, non-linear regression,
and logistic regression (Snedecor & Cochran 1967; Pampel
2000; Hosmer & Lemeshow 2000; Cramer 2003a; O’Con-
nel 2005; Vittinghoff et al. 2005). Logistic regression is
for discontinuous and often binary responses as ‘dead’
or ‘alive’ dependent on an independent predictor
variable as for instance ‘level of toxic drug’ (Hosmer &
Lemeshow 2000; Vittinghoff et al. 2005). Other theories
or techniques are for instance Multinominal Logistic
Regression, multi-way frequency analysis (MFA), Multi-
variate analysis, and Repeated Measures Models (Hos-
mer & Lemeshow 2000; Vittinghoff et al. 2005;
Kleinbaum et al. 2007). Viewing many of the statistical
methods under the same framework led researchers to
the generalized linear modeling (GLM)12 (Dobson 2001;
Quinn & Keough 2005), not to be detailed here.

The more recent Bayesian method is yet another
approach using inference and filtering in decision
(Quinn & Keough 2002; Winkler 2003; Marin & Robert
2007; Bernado & Smith 2007; Lage et al. 2007).

10.A.3. Statistical Theory � the Logistic Equation

For analysis of data sets, the selected theory is an
equation. An example is the logistic equation (Eq.
10.13). This equation with its curvilinear regression is
used for analysis of population growth, although now
recognized as insufficient (Kingsland 1995; Turchin

11 alia equibus�everything else equal. 12 GLM is different from the general liner models in the SAS package.
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2003). Parameters in the logistic equation are the
‘maximum carrying capacity of the population that is
approached as times runs, equal 100%, the standard
interval 1/r or reciprocal Malthusian parameter (Table
10.2), and the location of the inflection point on the
time axis. The description obtained by the logistic
equation is mathematical not physical. Oppositely, the
adsorption-desorption process equated by the load
formulation is a physical description.

10.A.4. ‘Logistic’ and Logistic Equations

Presently there are expanding uses of the word ‘logistic’.
Pertinent to our discussion, you can find formulations
listed as ‘logistic’ functions and ‘logistic’ or logistic
equations when the independent variable is raised to a
power or the independent variable itself is included in
an exponent. Other examples are terms as ‘logistic
maps’, ‘logistic distribution’, ‘logistic regression’, and
‘polytomous logistic regression’ (Table 10.5). An exam-
ple of the ‘logistic’ equation is the modified Hill
equation (Eqs. 10.15�10.17), also referred to as a
‘logistic function’ when nH�1 (Berkson 1944). We
also have the Verhulst/Pearl-Reed logistic equation for
population growth (Eqs. 10.13 and 10.14).

Berkson used the logistic equation to analyze dose-
response data and called the equation ‘the logistic
function’, in which his coefficient a/b for the indepen-
dent variable he claimed to be to equal to L.D. 50 (EC50)
although it is equal to log L.D. 50 (log EC50) (Fig. 10.6)
(Berkson 1944).

Furthermore, when equations have their independent
and/or dependent variables re-scaled to a logarithmic
dimension, such functions are also referred to as ‘logistic’
equations or functions. For the history of the develop-
ment of the original logistic equation, see Kingsland
(1995), Turchin (2003), and Cramer (2003b at http://
www.cambridge.org/resources/0521815886/1208_
default.pdf).

For statistical analysis, the logistic equation (Eq. 10.13)
appears relevant for many applications with a limited
number for response, which on a relative scale will vary
between 0 and 1. The term ‘logistic regression’, on the
other hand, is a statistical analysis based mainly on
discontinuous binary variables (Hosmer & Lemeshow
2000; Quinn & Keough 2002; Samuels & Witmer 2003,
pp. 582�585; Cramer 2003a; Vittinghoff et al. 2005).

Logistic regression is also referred to as ‘logit analysis’
covered by logit models (Table 10.4) (Cramer 2003a).

10.A.5. ‘Logistic’ Hill’s Equation

As mentioned in Section 10.3.4, there is no need for an
explicit use of the expression ‘logistic equation’ when

operating with the Hill modified equation. The situation
is similar to the analysis of density spectra by the
Lorentzian probability function: y�1/(1�(x/xc�x0)2)
with the independent variable x as a frequency, xc as a
‘corner frequency’, and x0 a location parameter (Verv-
een & DeFilice 1974). With the Lorentzian equation, it is
natural to look at a semi-log distribution of data rather
than a linear� linear distribution (Fig. 10.12). Mean-
while, no devil would dare to dream or to talk about the
Lorentzian equation as a ‘logistic’ equation. Note
further that the load equation with nH equal 1, which
was termed ‘logistic’ by Berkson is seldomly referred to
as a ‘logistic’ equation (Ehlert 2008). In fact, it is a
hyperbolic function, see Fig. 1.3.

In conclusion, for a dose-response formulation, the
term ‘logistic function’ as introduced by Berkson (1944)
and transferred to the Hill equation is a misnomer, a
nuisance, and a bad habit.

Remarkably, the modified Boltzmann distribution
function (Eq. 10.20), which is a true logistic equation,
does not carry this designator.

10.A.6. Logistic Regression

‘Logistic regression’ is also frequently used as synon-
ymous with the logit or probit analysis, although most
use the term ‘logistic regression’ specifically for the
analysis of single or multiple predictor(s) with discon-
tinuous outcome in contrast to single or multi-way
analyses for continuous variables.

Dependent on the type of outcome, ‘logistic regres-
sion’ appears in various connections (see Table 10.5).

10.A.7. Transformations

The theory for data in the form of an equation may be
transformed by altering the expression of the indepen-
dent (predictor) and/or the dependent (outcome)

Table 10.4. Concept examples from fields of statistics, some
including the term logistic

Equation terms Parallel terms

Logistic equation Growth curves

Hill/Reverse Hill Logistic dose-response curve

Transformations

Logarithmic re-scaling including

semi-log

‘Logistic’ equation

Logit (Mistakenly called logistic)

Probit

Power, including reciprocal Hanes, Lineweaver-Burk, Eadie-

Scatchard

Analysis

Logistic regression ‘Logit analysis’

Logistic map

Logistic distribution
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variable (Sokal & Rohlf 1994, 2004; Quinn & Keough
2002). Examples are:

Linear� linear (no transformation).
Semi-log (‘logistic’ function, logarithmic transforma-

tion of the axis for the independent variable).
Log-linear (logarithmic transformation of the axis for

the dependent variable as a response).
Log� log (logarithmic scale of both axes).
Logit (equal to use of regula detri rule 1b in Box 1.1

and a logarithmic transformation of both axes).
Probit (normal distribution of the dependent vari-

able and logarithmic transformation of both axes).
Power (including the power �1 for reciprocal trans-

formations as the Hanes, Lineweaver-Burk, Eadie-
Scatchard, or Schild plot in Fig. 11.7).

10.A.8. Logarithmic Re-scaling

In statistical analysis, a logarithmic transformation of
either the dependent or the independent variable, or
both at a time, often have advantages over an analysis
based on a linear� linear representation, especially when
variables are log-normal, i.e., when the relationship
between dependent and independent variables is rela-
tive. As already mentioned, semi-log, log-linear, and
logit analysis are examples of such ‘logistic’ transforma-
tions (Hosmer & Lemeshow 2001).

10.A.9. Semi-log Re-scaling

The load equation was designated as a ‘logistic function’
when its independent variable, concentration, was re-
scaled by logarithmic transformation (Berkson 1944).

Transformation of the modified Hill equation (Eq.
10.2) to a so-called ‘logistic’ function (van Rossum 1966;
De Lean et al. 1978; Giraldo et al. 2002; Giraldo 2003) is
the same as transforming the independent variable dose to
a log-scale, and therefore equal to a semi-log transfor-
mation. Semi-log plotting is for better visualization
and/or improved statistical analysis. Semi-log plots of
the modified Hill’s equation and its use in analysis is the
same as ‘logistic-Hill analysis’.

10.A.10. Log-linear Re-scaling

Log-linear transformation is a log(-istic) transformat-
ion of the dependent variable often used in statistical
evaluation of numerical (Vittinghoff et al. 2005)/cate-
gorical (Quinn & Keough 2002) variables with Poisson
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Figure 10.12. Plots of the Lorentzian relation given by y�Ymax/(1�(x�C)2). Constant C is varied in five steps: from �2 (*) to 2
(����), increasing by 1 between steps. For values of C�0 the Lorentzian has a peak value. See also Christensen and Bindslev
(1982).

Table 10.5. Regression models divided according to the
experimental outcome*

Response

classification Response type Regression model

Numerical

Continuous* Linear, curvi- and non-linear

Count Poisson

Time-to-event Proportional hazards

Categorical

Binary Logistic

Ordinal Proportional odds

Nominal Polytomous logistic

*Modeled after Vittinghoff et al. (2005, pp. 318�319).
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distribution, typical for economic and social sciences,
but certainly also relevant in biological sciences (Finney
1971, 1978; Hille 2001, p. 55; Quinn & Keough 2002;
Vittinghoff et al. 2005). Log-linear models are some-
thing different (see for instance Quinn & Keough 2002,
Sub-chapter 14.3).

Log(-istic)-linear transformation is commonly used
for dependent variables that are continuous, such as the
response in the washout or loading of drugs in
compartmental analysis often following mono- or
multi-exponential decay or rise (Riggs 1970; Jacquez
1972 or 1996 � 3rd edition of his book). In addition,
dependent responses in time-dependent pharmaco-
kinetic studies are suitable for log-transformation as
well (Chou et al. 2006).

10.A.11. Logit Re-scaling

The term ‘logit’ does not always refer to the logit re-
scaling. Logit transformation is taking the ratio of
positive responses over negative responses for depen-
dent categorical variables, also designated ‘odds ratio’,
and where both sides of the formulations are logarith-
mically re-scaled. Or, the ratio of actual response or
probability over remaining potential response or prob-
ability for dependent quantitative variables is formulated
in an equation and thereafter both sides of the equation
are re-scaled logarithmically, a ‘logit’ transformation. In
effect, it is a logarithmic re-scaling of a transformed
dependent variable (Figs. 8.7C�F and 8.8C�F) (Liao
1994; Chou 2006). Meanwhile, observe that in a fine text
on ‘logit models’ in econometrics, a ‘logit analysis’ is the
same as logistic regression (Cramer 2003a). Beware, a
logit analysis can involve a logit transformation as a link
function in logistic regression! See Table 10.4.

10.A.12. Probit Re-scaling and Integration

In probit analysis the dependent variable, response, is
re-scaled according to the inverse standard normal
cumulative distribution function, also designated ‘the
normal equivalent deviate’, and the independent vari-
able can be re-scaled percentage-wise or logarithmically
depending on the analyzed theory (Finney 1971). This is
an alternative way of logarithmic transformation com-
pared to the examples above and is often used in
individual effective dose (IED) experiments (Newman
& McCloskey 2000; Pena-Llopis et al. 2003).

Methods involving integration of the area ‘under’ the
dose-response curve are used for better statistics as in
the probit analysis (Gaddum 1933). Similar integration
approaches have been employed for better statistics in
dose-response relations in noise analysis of the Lorent-
zian type (Christensen & Bindslev 1982; Lindemann
1984).

10.A.13. SigmaPlot logistic equations

A catalog of equations for the SigmaPlot software
product refers to an equation as a ‘non-linear logistic
dose-response’ equation. This SigmaPlot Logistic equa-
tion, listed under Regression Wizard-Equation Catalo-
gue, Sigmoid Equations, is in fact the reverse Hill
equation (see Section 8.2.2 and Table 10.3). Thus,
some of the terminology for equations in the SigmaPlot
User’s guide is at variance with their use in this book.
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11CHAPTER

The Schild Against
Other Theories

In this chapter, we shall review some of the features of
null methods and, in particular, the null method of
Schild that is popular in pharmacology. I argue for a
reduced use of the Schild method for synagic analysis of
ant-agonists in favor of other strategies.

11.1. The Schild Analysis

11.1.1. General Introduction to the Schild Analysis

Alone, due to regulatory demands imposed by evolu-
tion, biological reactions in real life are known and
supposed to involve many interactions of high complex-
ity. In functional studies of dose-responses it was realized
early on that docking of metabolites on enzymes for
hydrolysis and occupancy of receptors by ligands for
response were followed by intricate steps controlling the
effects of effector molecules. As one example, reflect on
the transcription factors controlling binding sites in the
DNA-string of gene promotors (Nelson & Cox 2004) or
the sophisticated interdependence in epigenetic net-
works (Allis et al. 2007, pp. 23�61).

In the formulation of systems with feed-forward and
backward regulation, Arı̈ens (1954) and Stephenson
(1956) assembled unknown reactions together by con-
cepts such as ‘intrinsic activity’ and ‘efficacy’. Currently,
the molecular basis for these terms are being searched and
resolved with astonishing ingenuity and speed at a
molecular-to-atomic scale by combining tools of electro-
physiology and molecular biology (Figs. 11.1 and 11.2)
(Taglialatela et al. 1992; Taglialatela & Stefani 1993;
Burzomato et al. 2004; Colquhoun & Silvilotti 2004; Mitra
et al. 2005; Paas et al. 2005; Campos et al. 2007), advanced
visualization techniques such as color-overlay immuno-
histochemistry, fluorescence resonance energy transfer,
and atomic force microscopy (Fig. 11.3) (Greenleaf et al.

2007; Zoffmann et al. 2007), structural Ångstrøm resolu-
tion by X-ray crystallography (Figs. 6.6 and 6.9A�B)
(MacKinnock 2004, 2005; Unwin 2005; Valiyaveetil
2006), combinatorial chemistry and recombinant DNA
technology (Kellem 2006; Rowell 2006), and swift compu-
tational power in systems biology and bioinformatics
employing results from genomics and proteomics (Fig.
11.4) (see, e.g., von Dassow & Odell 2002; Alberts & Odell
2004; Jensen et al. 2006; Olsen et al. 2006). This has led to
insights into some of the basic interactions and regulatory
steps even at levels of exceptionally entangled entities in
the cell interior (Kodadek et al. 2005; Longabaugh et al.
2005; Schulte & Levy 2007) as well as for clinical settings
(Lage et al. 2007).

Based on a search for high affinity drugs and run
partly by pecuniary addiction, a compulsive drive has
haunted and is still steering many minds in the
pharmaceutical industry. To determine affinity for
developed drugs, reliable and accurate measures of
agonist and ant-agonist equilibrium dissociation con-
stants are essential. These constants allow for compar-
ison and selection of lead compounds between drugs
before they proceed onto preclinical and clinical trials,
and eventually become medicaments for sale. In addi-
tion, these affinity constants are valuable for receptor
subtype identification and classification.

Of late, the experimental methods on ant-agonists
have changed into high throughput testing on func-
tional rather than binding systems (Kenakin 2003), and
into use of allosteric modulators in addition to classical
ant-agonists (Birdsall & Lazareno 2005; Kenakin 2005;
May et al. 2007) also analyzing time-dependent events
(Paton & Rang 1965; Wreggett & Wells 1995; Lew et al.
2000; Avlani et al. 2004; Kenakin et al. 2006; Mathiesen
et al. 2006), while the theoretical evaluation of affinity
constants for ant-agonists at equilibrium is still per-
formed by the Schild method. The Schild method has
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also mutated into the determination of parameters for
non-competitive ant-agonists (Ehlert 2005), as well as for
the allosteric modulators and combined with analysis in
the genuine allosteric two-state model (ATSM) described
in Chapter 7 (Hall 2000; Kenakin 2002; May et al. 2007).

In the drug hunt, when it comes to assessing and
quoting equilibrium affinity constants for ant-agonistic
drugs pA2s, Schild’s method has achieved an aura of the
ultimate truth (Kenakin 1997, p. 336; Wyllie & Chen
2007) and is continuously recommended (Neubig et al.
2003; Colquhoun 2007).

11.1.2. Null Methods � Comparison of Equi-active
Responses in Schild Analysis

In order to extract synagic parameters for potential
drugs, one way to proceed is to equate identical
activities, and without knowledge of all the intermediate
processes, arrange that these processes cancel out in the
formulation. Such manipulations are known as ‘null
methods’ or ratio methods. The idea is to record an
effect (Eff1) which is a function of, let us say, concentra-
tions of an agonist and an ant-agonist at one level,
Eff1� f(S1, Kss, I1, Ksi, [complex steps]), and by taking
the ratio with another effect (Eff2) obtained at a
different concentration level of agonist and ant-agonist,
but reaching the same effect as Eff1, Eff2� f(S2, Kss, I2,
Ksi, [complex steps]), and let the function of intermedi-
ate steps, f([complex steps]) for Eff1 and Eff2 cancel, as
they are matched to be identical in the two situation.

Based on this idea, we can formulate the following
equation:

Eff1

Eff2

�
f (S1; Kss; I1; Ksi; [complex steps])

f (S2; Kss; I2; Ksi; [complex steps])
�1; (11:1)

in which Kss and Ksi are the two equilibrium dissociation
constants for agonist S and inhibitor I at a common site
of the receptor/enzyme for an initial or dominant
process in the chain of reactions.

From a recording of Eff1 and Eff2 as identical, equi-
active, and the knowledge of agonist and ant-agonist
concentrations in situation 1 and 2, we may determine
Kss and Ksi, the system parameters we seek. It turns out
that for simple competitive kinetics, Kss cancels out by
the ratio-null method and a determination of Ksi may be
reached, see the derivation below. This was our primary
goal.

Gaddum and Clark worked with null methods in the
1920s and 1930s for receptor reactions in the presence
of both agonists and ant-agonists (Gaddum 1926, 1937;
Clark 1926, 1933, 1937). Ten years later, their ideas for
determining an ant-agonist dissociation constant KB

were further developed and substantiated by Schild’s
affinity measure, pAx (1947). Over the next decade,
related conceptions were developed and presented,
some in collaboration with Arunlakshana (Schild 1949;
Arunlakshana & Schild 1959). Today, this body of theory
is referred to as ‘The Schild method’. Schild’s method is
a null method,1 and by definition based on competitive
ant-agonism (see Chapter 2).

Null methods are of course also invoked in today’s
means for disentangling complex interactions as, for
instance, proteome � transcriptome correlations (e.g.,
Castrillo et al. 2007, and additional document 7), but
that is another story.

11.1.3. Schild’s pAx in Schild Analysis

The Schild yields the so-called pAx value, where ‘p’ is
equal to the negative log and taken of the ant-agonist
concentration ‘A’, needed to displace an agonist-dose-
response curve obtained in the absence of the ant-
agonist by a factor ‘x’ to the right on the agonist
concentration axis (Figs. 11.5 and 11.6). Factor x is
equal to the subscript x of pAx.

2 Note that the use of ‘A’
as a symbol in Schild’s analysis for an ant-agonist
matches the use of ‘I’ for an ant-agonist throughout
this book. Thus, pAx is equal to pIx.

Figure 11.1. The cut-open expression system. Functionality
of effectors involved in possible potential changes and
expressed in the egg surface-membrane of Xenopus Laevis
(African frog) may be studied dynamically at the molecular
level by site-directed mutagenesis (Taglialatela et al. 1992,
Fig. 1) with permission.

1 Another null method is the Ussing-flux ratio, well-known to
transport physiologists, which was developed at the same time as the
Schild method (Ussing 1949).
2 According to Schild (1947) ‘pAx is defined as the negative logarithm
to base 10 of the molar concentration of an antagonistic drug which
will reduce the effect of a multitude dose (x) of an active drug to that
of a single dose’.
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It is important to differentiate between Schild’s ‘A’
and ‘A’ for an association constants. When the agonist
dose�response curve in the presence of an ant-agonist ‘A’
is displaced by a factor of 2 to the right on the agonist
concentration axis (x�2), compared to in the absence of
an ant-agonist, then the term pA2 is identical to the log
of an ant-agonist equilibrium association constant, the
log Asi (Fig. 11.7A). Why? Because the mathematical
operator ‘p’ switches a negative logarithmic dissociation
constant to a positive logarithmic association constant.
As pA2 or pI2 is the same as pKsi, and often referred to as
pKB, it is also equal to the reciprocal logarithmic
association constant, the log Asi, where ‘A’ is an
association constant. Thus, pKB� log Asi.

Let us scrutinize the Schild analysis and its aura.

11.1.4. Aim of the Schild Analysis

The objective of the Schild analysis is to obtain affinity
constants (reciprocal equilibrium dissociation con-
stants) for ant-agonists in functional studies. Studies of

functionally active systems inherently have efficacies
regulated through underlying added complexing factors
compared to studies of plain association�dissociation
interactions; plain association�dissociation interactions
as often visualized primarily for binding experiments.

Figure 11.2. Electro-physiological determination of 18 model parameters. From Burzomato et al. (2004, Fig. 12) with permission.

Figure 11.3. Principle diagrams for fluorescence resonance
energy transfer (FRET) and atomic force microscopy (AFM).
Taken from Greenleaf et al. (2007, Figs 2 and 7) with
permission.
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11.1.5. Limits and Applicability of the Schild
Analysis

Schild analysis requires functional agonist/ant-agonist �
receptor interactions that follow simple competitive
synagics (Section 2.3.1 and Fig. 2.4):

Competitive type I RIXI�R�SXRS0signal
Competitive type II IRXI�R�SXRS0signal

However, does that mean that the ‘Schild’ may be
implemented only in:

1. studies of simple competitive ant-agonism with no
mutual binding, and only in

2. experimental setups of functional studies?

Ad 1: ‘Simple competitive synagics’ include the
following: (i) no diffusion-limited access of ligands to
the receptor, (ii) equilibrium for ligand/receptor asso-
ciation, this being a faster process than the ensuing
activation of the receptor/effector complex, (iii) only
one receptor type present,3 (iv) no receptor reserve,
(v) ligands are mono-molecular agents, (vi) there is no
reuptake or enzymatic elimination of the ligands, and
(vii) no interventory or modulatory effects (negative or

positive) at or between receptor entities by the ant-
agonists. The Schild will reveal a deviant behavior by a
non-linearity of the Schild curve and a slope of the
Schild curve that is not unity, should one of the seven
assumptions above be violated. The type of skewedness
by the Schild curve may provide hints on which aberrant
conditions are involved (see Section 11.2.5), however
the Schild analysis per se will not yield a purposeful
suggestion of what to do next, even in the case of a
simple non-competitive synagics.

Therefore, Schild is for simple-competitive synagics.
The Schild analysis is derived from competitive synagics,
and normally only reactions of this type are adoptable to
the Schild. The Schild can only yield meaningful values
for equilibrium affinity constants from reaction schemes
of competitive ant-agonism type I: 1/Ksi, or type II: 1/Kii.

Ad 2: The Schild analysis is meant to be implemented in
functional studies with complex efficacy steps in order to
extract genuine equilibrium dissociation constants for
ant-agonist binding. Meanwhile, nothing prevents Schild’s
method from being used in binding studies as well, as long
as the ant-agonist does not change the conformation of
involved receptive units. So much so, with the realization
that there may be an ‘intrinsic activity’ in binding studies
as well, where rather localized and delimited effects takes
place directly related to the receptive molecule itself � self-
induced control mechanisms. Examples of this may be
based on the existence of two or more spontaneous states

3 Colquhoun (2007) recently demonstrated that the Schild method is
valid even if the single receptor has two or more identical binding sites.

Figure 11.4. Network analysis and molecular biology combined. From Longabaugh et al. (2005, Fig. 1) with permission.
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in a protein (Volkman et al. 2001). Another example is a
G protein binding to or dissociating from its receptor,
thereby changing the receptors affinity for the ligand
(Baker & Hill 2007). Another example is intrinsic
desensitization, where binding of the primary ligand to
its receptor elicits a molecular conformational change per
se or due to a potential difference as the driving force
affecting the receptor or an effector and is recorded as a
gating current (Almers 1978; Galzi et al. 1998; Andreeva
et al. 2006; Ben-Chaim et al. 2006; Campos et al. 2007;
Moore et al. 2007; see also Chapter 3 on auto-intervention
and Chapter 15 on auto-modulation). Some of these
complicating conditions are meant to be eliminated by
the Schild method when assessing the affinity for genuine
competitive ant-agonists.

Note in passing, the term ‘functional studies’ invol-
ving ant-agonists is not to be confounded with the term
‘functional ant-agonism’, which is an interaction beyond
the receptor at a point in the chain of events (Pratt &
Taylor 1990, p. 61; Kenakin 1993, pp. 238�239, 1997,
pp. 277�279; Lutz & Kenakin 1999, p. 165), and in the
studies of whole organisms also termed ‘physiological

ant-agonism’ (for a definition of the latter, see Rang et
al. (2007, p. 19) and Bourne & and von Zastrov 2007,
p. 16). Another ant-agonism is ‘chemical ant-agonism’
which is seen when two drugs combine and become
non-reactive (Rang et al. 2007, p. 19).

11.1.6. Derivation of the Schild

To simplify matters, I shall only work with the type I
form of competitive ant-agonism with its dissociation
constant Ksi (see Section 11.1.5). In order to obtain the
Ksi, the idea in Schild’s formulation is to look for
concentrations of an agonist S, in the presence of an
ant-agonist I, that elicit a response R, identical to
another response R?, for an agonist concentration S?,
in the absence of an ant-agonist (Figs. 11.5 and 11.6). In
other words, we need to increase an agonist concentra-
tion from S? to a new level S in order to obtain the
response R, identical to the one we had before adding
the ant-agonist with response level R?. The new response
R should equal R?.
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Figure 11.5. Simple Schild analysis with equi-active levels at 70% effect. (A) Simple agonism. (B) Schild analysis with five fixed
doses of ant-agonist, from 0.15 to 1500 in steps of a factor 10 moving the simple agonism curves to the right. (C) The
comparable inhibition curve for the five fixed doses of ant-agonist in panel B. Arbitrary concentration axes.
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In mathematical terms for simple competitive synagics
we have:

R?�
S?=Kss

1 � S?=Kss

(ant-agonist absent);

R�
S=Kss

1 � S=Kss � I=Ksi

(ant-agonist present);

(11:2)

see Section 2.3.9 in which S? and S are agonist
concentrations, Kss is the agonist dissociation constant
at the primary site, R? is the fractional effect due to an
agonist in the absence of an ant-agonist, I is the ant-
agonist concentration, Ksi is the ant-agonist dissociation
constant at the primary site, and R is the fractional effect
due to an agonist concentration S in the presence of an
ant-agonist concentration I. In the right-hand expres-
sion of Eq. 11.2, the agonist concentration is allowed to
vary freely, thus for a certain S we may obtain the
response R (Eq. 11.2).

Symbols with an apostrophe are terms in the absence
of an ant-agonist, while symbols without an apostrophe
are signifiers in the presence of an ant-agonist.

By setting R?�R and reversing the two fractions in
Eq. 11.2 we obtain:

1 � S?=Kss

S?=Kss

�
1 � S=Kss � I=Ksi

S=Kss

: (11:3)

Invoking the subtraction rule for fractions4 yields:

1

S?=Kss

�
1 � I=Ksi

S=Kss

; (11:4)

which, after eliminating Kss from both denominators,
may be rewritten to:

S

S?
�1�

I

Ksi

: (11:5a)

S/S? is also called the dose-ratio (DR) (Gaddum et al.
1955; Gaddum 1957). Based on studies carried out by
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Figure 11.6. Simple Schild analysis with equi-active levels at 90.1% effect. (A) Simple agonism. (B) Schild analysis with five
fixed doses of ant-agonist, from 1 to 10,000 in steps of a factor 10 moving the simple agonism curve to the right. (C) The
comparable inhibition curve for the five fixed doses of ant-agonist in panel B. Arbitrary concentration axes.

4 The reader is reminded of a simple subtraction rule for two equal
fractions that many of us learned in high school. It states that you can
subtract the denominator from its nominator if you do it on both sides
of the equal sign � equal to an inverse regula detri 1b in Box 1.1:

1 � a

a
�

Z � b

b
0

1

a
�

Z

b
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Gaddum (1926) and Clark (1926), this ratio was first
introduced by Gaddum (1937) and Clark and Raventos
(1937) and may be derived from simple competitive
synagics, as demonstrated above.

Taking the log on both sides of Eq. 11.5a yields the
Schild equation:

log(DR�1)� log(I)� log(Ksi): (11:5b)

See Fig. 11.7 for plots of Eq. 11.5b.
In case two molecules of the same drug bind to a

single acceptor, the formulation will require a power of
2 for the ligand concentration (Hill 1910; Langmuir
1917, 1918). In the analyses of Clark (1933) and
Gaddum (1937, 1943), and later in Schild’s analysis
(Arunlakshana & Schild 1959), the ant-agonist concen-
tration term on the right-hand side in Eq. 11.5 was
tentatively raised to a power, here designated ni. In
raising the activating ligand concentration to a power ns,
we may write:

�
S

S?

�ns

�1�
�

I

Ksi

�ni

; (11:6)

which means that either auto-intervention and co-
operativity as well as possible intervention or hetero-
tropic allosteric effects are provisionally taken into
account, but now for drugs operating at both primary
and non-primary sites. Meanwhile, it is unclear exactly
how this is to be conceived under the Schild-assumption
of competitiveness at sites with mutual exclusive binding
in both type I and type II competitive ant-agonism.

Inserting dose-ratio DR for S/S? and taking the log on
both sides of this particular Schild function in Eq. 11.6,
see also Giraldo et al. (2007), yields a linearized form:

log(DRns �1)�ni log(I)�ni log(Ksi); (11:7)

where ni is called the ‘Schild slope’ (Pratt & Taylor 1990,
pp. 63�64; Kenakin 2004, pp. 95�104).

Eq. 11.7 is the base for a ‘powered’ Schild analysis,
and a plot of the relation in Eq. 11.7 is shown in
Fig. 11.8.

Since S/S?�1 (Eq. 11.5) is the same as (S�S?)/S?,
it resembles a logit expression in reverse when both
sides of Eq. 11.5 are logarithmic (see Section 10.2).
However, log(DR�1) or log((S�S?)/S?) are not logit
expressions.

11.1.7. Performing the Schild Analysis

Gaddum worked with dose proportions for the active
drug adrenalin obtained from equi-active responses at
increasing concentration of the ant-agonist ergotamine
compared with no ant-agonist present. Gaddum drew a
straight-line relationship between these proportions
against the incrementing ant-agonist concentrations
‘DR’8[I] (Gaddum 1926: Fig. 6), while this relationship
was later changed to DR�18[I] (Gaddum 1937).

The Schild analysis is usually performed by producing
first a dose�response curve for an agonist to be used
during the analysis in the absence of an ant-agonists-to-
be-characterized, and then in the presence of several
fixed concentrations of the ant-agonist (Figs. 11.5 and
11.6). Besides the clean agonist dose�response curve, a
proper Schild analysis requires a determination of at
least three agonist dose-responses, each at a fixed ant-
agonist concentration. The range of fixed ant-agonist
concentrations should span at least an order of magni-
tude in order to judge the linearity and slope of the
Schild curve (Fig. 11.7). The obtained agonist dose-
responses must be parallel (Figs. 11.5 and 11.6). If this is
not the case, the recommendation by Schild in 1949 was
to employ as wide a concentration range for the ant-
agonist as possible but only employing 50% activation by
the agonist (Schild 1949). Ten years later, Arunlakshana
and Schild (1959) had a different solution to the
analysis of non-parallel dose�response curves. Their
solution is not recommended.

11.1.8. A Schild Analysis

Figures 11.5 and 11.6 demonstrate a Schild analysis
where several fixed concentrations of one ant-agonist
have been employed. For practical reasons, the axis for
agonist concentrations was chosen relative to the agonist
dissociation constant Kss.

5 In the examples, an equi-
activation effect of about 70 or 91% of the maximal
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Figure 11.7. A Schild plot and a Schild regression. Based on
data from Fig. 11.5. The graph in panel A is a Schild plot. The
graph in panel B is a Schild regression. For a log(DR-1)�0 the
Ksi may be read of the x-axis (negative logarithm in panel A) as
indicatedbyhorizontal andvertical lines. Inpanel A this is adirect
log-measure of the ant-agonist’s affinity, pKsi= pA2 = logAsi.

5 If the Schild analysis is carried out properly, the Kss for the agonist
will be known, such that the assumption about pure competitiveness is
ascertained for the particular agonist-ant-agonist pair to be
characterized by the analysis.
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effect was arbitrarily selected as the level for comparison,
and five ant-agonist concentrations were used, I1, I2, I3,
I4, and I5. Each ant-agonist concentration was fixed
during the determination of its pertaining agonist dose-
response relation, and each fixed concentration dis-
placed the single agonist dose�response curve by a
constant factor (Figs. 11.5 and 11.6). The new agonist
concentrations, S1, S2, S3, S4, and S5, corresponding to
either 70% in Fig. 11.5 or 91% effect in Fig. 11.6 are
read off the x-axis. Each of these increasing agonist
concentrations, S70 or S91, relative to the concentration
of agonist in the absence of any ant-agonist, S?, also
eliciting either 70 or 91% effect, yields a DR. The

obtained two sets of five DRs may be plotted against
the five fixed ant-agonist concentrations employed for
each agonist dose�response curve. For 70% this is
shown in Fig. 11.7.

11.1.9. Plots from the Schild Analysis

The Schild function in Eq. 11.5b may be plotted as
illustrated in Fig. 11.7 based on values derived from the
Schild experiment depicted in Fig. 11.6. In Figs. 11.5
and 11.6, the ant-agonist concentration axis has a scale
relative to the dissociation constant for the ant-agonist
used for constructing the figure. Since a determination
of the parameter Ksi is normally the aim of the whole
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Figure 11.8. Examples of ‘powered’ Schild regression. Data points generated according to Eq. 11.7 based on data in Fig. 11.5,
competitive antagonism. Panel A is a Schild plot and panel B is a Schild regression for the ant-agonist concentration [I], raised
with a power 1.6 in both (ni � 1.6). The affinity measure is unperturbed while the slope deviates. Stippled lines are for [I] with
power coefficient of unity. Panel C is a Schild plot and panel D is a Schild regression for the dose-ratio raised with a power 1.6 in
both (ns � 1.6). Slope and affinity deviate form ideality. Stippled lines are for DR with power coefficient of unity. Normalized
concentration axes.
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analysis � Ksi is the unknown � a relative concentration
of the ant-agonist in Figs. 11.5 and 11.6 is not the
smartest choice from a pedagogical point of view. On
the other hand, by making this choice clear to the
reader, such relative values should not disturb the
understanding of how the ‘Schild’ works.

The ant-agonist concentration I, which forces a
doubling of the agonist concentration (equal to a dose
ratio of 2, DR�2) in order to render the same effect as
before the addition of any ant-agonist, is the dissociation
constant of the ant-agonist, the Ksi (Fig. 11.7), since for a
dose-ratio DR�S/S? equal 2, the log of (DR�1) at the
left side of Eq. 11.7 is�0. This means that log(Ksi)�
log(I), and thus I�Ksi.

In double-log plotting the Schild relation from Eq.
11.7, where the log([concentration]) on an absolute
scale yields negative values, since realistic concentrations
are in the sub-molar range, the scaling is prevented from
being negative by invoking ‘p’, the negative log scale,
just as for pH values.6 Such plots of Schild’s analysis with
pI for the ant-agonist concentration axis is called a
‘Schild plot’ (Fig. 11.7A), whereas plots of Schild with
the ordinary log axis are ‘Schild regressions’ (Fig. 11.7B)
(Pratt & Taylor 1990, p. 63) with a direct estimate of
affinity on a log-scale (Fig. 4.4).

For log(DR�1)�0 in the two plots of Fig. 11.7
the related log([concentration]) of the ant-agonist is
zero, which means that I is sat to 1. As already
mentioned, the reason is that the ant-agonist concentra-
tion axis is given relative to the ant-agonist dissociation
constant Ksi. The chosen dimension of the x-axis is I/Ksi.
In real life, the x-axis in Fig. 11.7 will be in absolute
concentration measures, since Ksi is the unknown.

11.2. To Schild or Not to Schild

11.2.1. Inhibition Curve Experiments Versus
the Schild Analysis

In the following two sub-sections, I shall argue that non-
linear fitting to experimental data from a single inhibition
curve obtained by an ant-agonist or an interventor is more
simple and, at a minimum, as informative as performing
a Schild analysis. Also see the discussion of non-recipro-
cal versus reciprocal analysis in Chapter 8.3 and the

discussion and experiments on the subject by Lazareno
and Birdsall (1993a,b) and Calderone et al. (1999).

The conclusion is that, in general, the inhibition curve
experiment is preferable to the Schild analysis.

11.2.1.1. First: Inhibition Curves
First inhibition curves of the combined agonist�ant-
agonist dose response experiment is simple to perform
(Figs. 11.5C and 11.6C). The exact same information
as derived by a Schild analysis may be obtained by first
determining the agonist dose�response curve in the
absence of any ant-agonist as illustrated by the curve in
panel A of Figs. 11.5 and 11.6, and identical to
the start of Schild’s analysis. The remainder of the
analysis is simply carried out by continuing the experi-
ment with increasing concentrations of an ant-agonist,
as demonstrated by the curve in panel C of Figs. 11.5
and 11.6 from a ‘full response’ (see Section 2.1.3), here
chosen at 70 and 91% down to a level near 100%
inhibition, a so-called inhibition curve. In addition, if
advantageous, the ant-agonist curve may be obtained
from levels of agonist activation lower than the 70%
‘full-response’ used here. Meanwhile, increased accu-
racy comes with use of sizable ‘full-response’ plateaus.

11.2.1.2. Second: Schild Analysis
Schild analysis may require four near-complete agonist
dose-response relations to demonstrate that the under-
lying synagic scheme is competitive, one in the absence
and three in the presence of an ant-agonist. A possible
analysis for competitive dose-response for an agonist is
shown in Fig. 11.7, illustrated by the six dose�response
curves in panel B of Fig. 11.5. First, a dose�response
curve for the agonist in the absence of any ant-agonist.
Next, it is necessary to displace this agonist dose�
response curve with at least three fixed and arbitrarily
chosen concentrations of an ant-agonist, and then again
determine the agonist dose�response curves up to a
suitable level of response. In Figs. 11.5 and 11.6
displacement of agonist dose-response relations is ob-
tained with five fixed concentrations of an ant-agonist,
I/Ksi�1.5�10�1 to 1.5�103 in steps of a factor 10.
From these results it is possible to construct five points
in a Schild plot as shown in Fig. 11.7. As we have already
seen, in this plot an extrapolation to zero on the relative
log dose-ratio axis log(DR�1)�0, is the same as DR�2,
and the pertaining negative log concentration of the
ant-agonist yields the parameter pA2 (pI2), which is the
corresponding concentration on the ant-agonist con-
centration axis, equal to � log[Ksi] (Fig. 11.7A), and the
same as the logarithm of the ant-agonist affinity constant
Asi. The minus sign in front of the log-operator handles
the reverse relation between Ksi and Asi.

A series of inhibition curves may be obtained from any
level of varied agonist effect (Figs. 11.5 and 11.6). This

6 To this author the pH scale introduced by Sørensen (1909) is an
unfortunate and illogical choice, since pH falls as the concentration of
protons increase. When it comes to handling sub-molar concentrations of
ions other than H�, paradoxically we have no problem not involving a p-
scale. However, contrary to the pH concept, it is recommended to use the
Schild plot and its p-scale instead of a Schild regression, since affinity
measures are reciprocal to dissociation constants. Thus the pAx is a logical
measure of ant-agonist affinity (see also Kenakin 2004, pp. 14�15).
Ultimately, make your own conscious choice. In synagics, I prefer inhibition
curves combined with non-linear parameter fitting of semi-log or logit
transformed data instead of a Schild.
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second part of the experiment obtaining inhibition curves
yields the exact same pA2 value as a Schild analysis,
which requires more data points, and at higher con-
centrations of agonist. A deviation from competitive ant-
agonism will show up in this analysis just as non-linearity
is revealed in the Schild plot where the slope must be
unity and the relationship between (DR�1) and ant-
agonist concentration must be a straight line. Deviations
from linearity and slopes of non-unity are discussed
later, see also Kenakin (1993: Chapter 9, 1997: Chapter
10, 2004: Chapter 6).

The complications of a possible receptor reserve will
not necessarily show up in this form of analysis and
neither will it necessarily reveal itself in the Schild
analysis. No matter what method is employed, one
must test separately for this possibility, just as other
assumptions have to be substantiated or verified before
accepting a certain reaction scheme.

11.2.2. Other Concerns About the Schild Analysis

It has been suggested that the Schild analysis does not
require a determination of the agonist dissociation
constant (Kromer 1991). This is partially true when
screening a series of ant-agonists with the same agonist.
Nevertheless, in principle, a Schild cannot be performed
without a full characterization of the system’s agonist
dose�response curve in order to reveal, for instance,
interventory-/modulatory behavior, receptor heteroge-
neity, or auto-intervention/co-operativity for each ago-
nist in order to judge the validity of the analysis. Parallel
time-controls are also necessary to judge possible time-
dependent changes (Lew & Angus 1997).

Leff and Dougall (1993: Fig. 1) expressed concerns
about a risk of misinterpreting experiments as based on a
competitive agonist-ant-agonist scheme instead of a non-
competitive interventor relation. In order to avoid such a
misinterpretation, they recommended use of a Schild
protocol.However, thecalamity ismoreeasilyavoidedwith
an inhibition curve analysis by adapting the following
procedure to systems with unknown reaction schemes:

1. Bring the agonist response to 80�90% of the
maximal effect.

2. Determine the inhibition curve for the actual ant-
agonist/interventor and obtain a pre-Ki, as in Figs.
11.5 and 11.6.

3. In a new experiment, before introducing the
agonist, add a concentration of the ant-agonist/
interventor equal to its pre-Ki in the media, and
after equilibration, increase the concentration of
the agonist from zero to its Ks or eventually to 10
times its Ks.

The result of this procedure, as exemplified in
Fig. 11.9, will clearly differentiate between competitive
ant-agonism and non-competitive intervention.

Stone and Angus (1978) and Stone (1980) described
a plot different from the Schild plot and based on a
slightly modified plot of data from Clark (1926), which
they termed a ‘Clark plot’. They demonstrated that this
Clark plot, log[S]-vs-log[Ksi�I], is statistically more valid
than the Schild plot. Kenakin (1993, pp. 311�312, 1997,
pp. 361�363) describes several advantages of the Clark
plot over the Schild plot.

Furthermore, Lew and Angus (1995) demonstrated
that analysis by a global regression method for the Clark
plot would further improve accuracy compared to
Schild’s analysis. The inclusion of all data for better
statistical analysis was suggested already by Trist and Leff
(1985) and may be compared with an area method for
density power spectra.7

11.2.3. Inhibition Curve Strategy Against
Schild Analysis

The following are some advantages of the inhibition curve
strategy compared with drawbacks of the Schild method
including straightforward load analysis of appropriate
synagics and employing non-linear parameter fitting.

1. The inhibition curve method is more easily carried
out with one dose�response curve for the agonist
and one inhibition curve for each ant-agonist as
shown in Figs. 11.5 and 11.6, rather than the
minimum of four agonist dose�response curves in
the Schild method. For each potential competitive
ant-agonist, control for deviations from the assump-
tions should of course be performed prior to the
analysis and independent of the chosen method.

2. Another advantage of the inhibition curve method is
that it may also be used for non-competitive synagics
as well as for any other hypothesis, and its analysis is
based on the presumed synagics. Schild analysis
yields usable results in studies with simple competi-
tive synagics, but may only hint at other schemes.

3. A non-linear fit to load activation and inhibition
curves yields the most accurate determination of
Ksi, due to better statistics than in the Schild
analysis (Lew & Angus 1995; Kenakin 1997).

4. One more disadvantage of Schild in comparison
with the inhibition curve method is that in order to
perform the Schild to completion, the experimen-
ter often has to go to ridiculously high agonist

7 Integrating all data in an analysis of a dose-response relation might
be done as for power spectra with better resolution (Christensen &
Bindslev 1982) and even possible separation of two overlaid data sets
(Lindemann 1984).
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concentrations. An example of meaningless use of
high agonist concentrations in a Schild analysis is
illustrated in Section 11.2.4. In addition, it is
known that high concentrations of agonist or ant-
agonist concentrations may very well elicit allos-
teric and other effects not relevant for the primary
binding site effects (Melchiorre 1988), thus inter-
fering with the determination of � log(Ksi).

5. When it ishard to washout test compound, the Schild
analysis requires new preparations. To circumvent
the problem introduced by several preps, the Schild
analysis may be expanded with a re-sampling techni-
que, bootstrapping (Lutz et al. 1995). This problem
does not hamper the inhibition curve method.

6. Finally, Schild’s method operates optimally for
DRs of a factor 2 and above. In contrast, the Schild
is poorly defined for values of the DR below 2, it
yields negative values for the log(DR�1) (see
hatched areas in Figs. 4.3 and 4.4). The domain
below a factor 2 for DR represents data point
spread over the upper half of an inhibition curve
(Figs. 11.5B+C and 11.6B+C).

11.2.4. An Experimental Evaluation of pKB

by the Schild Analysis

Figures 11.10 and 11.11 show an example of a Schild
analysis for the neurokinin inhibitor CP 99,994 on the
Sar9-substance P-induced secretion in pig jejunum
(Thorboll et al. 1998). The determined Schild slope
deviates significantly from unity, ni�1.59 (Fig. 11.11).
Therefore, the authors had to conclude that they were
unable to estimate the pKB (pKi).

Note that in order to make the Schild analysis for CP
99,994 it was necessary to employ excessively high doses
of the neurokinin agonist Sar9SP, approximately 100
mM.

Alternatively, an inhibition curve analysis originating
from the left-most curve in Fig. 11.10 and simply
increasing the CP 99,994 concentration to near complete
inhibition (Fig. 11.10), would merely have required a
maximal agonist concentration of around 1 mM.

Furthermore, employing data from the inhibition curve
methodology and an analysis also including a non-
competitive inhibition scheme might easily have solved
the author’s calamity and yielded a meaningful affinity,
pKi, for CP 99,994.

11.2.5. Deviation from Slopes of Unity and from
Linearity in the Schild Analysis

Consult Kenakin for a thorough and detailed evaluation
of possible forms of Schild plots when handling systems
that do not follow simple competitive dose-responses
(Kenakin 1993: Chapter 9, 1997: Chapter 10, 2004:
Chapter 6).

11.2.6. To Schild or Not to Schild?

All in all, the answer to the question ‘to Schild or not to
Schild’ is given by a summary of the listed points in
Section 11.2.3, which concludes: Do not Schild, instead
use the inhibition curve protocol and a realistic reaction
scheme.
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Figure 11.9. Differentiating between competitive ant-agonism and non-competitive intervention is easy. Without ant-agonist
there is no difference (red curve). See also Kenakin (2004, 2007 ‘orthosteric ant-agonism’ and ‘allosteric modulation’). Arbitrary
concentration axis.
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11.3. Time to Abandon the Schild

11.3.1. How You Can Fool Yourself with
a Schild Analysis

As there is enormous pressure on research performance,
one easily becomes biased. The demand is to come up
with affinities for newly developed ant-agonists mea-
sured through use of the Schild analysis. It has become

prestigious to be able to present pA2 values from a
Schild analysis, since, in practice, a quoted pA2 value
equal to the negative logarithm of the dissociation
constant � log Ksi for an ant-agonist, is considered a
pharmaceutical truism and a good sales argument for
the drug. A high pA2 is equal to having a high affinity of
the drug for the system under study.

Before employing an agonist/ant-agonist pair to be
characterized in a Schild analysis, it is necessary to prove
to yourself that the pair consists of a full agonist and
an ant-agonist with strict competitive synagics. These
requirements are often not fulfilled, however due to the
above-mentioned pressure, a ‘Schild’ is forced on the
experimental data anyway.

When carried out correctly and with the required
assumptions fulfilled, we can have nothing against a
Schild analysis, it is a powerful tool. The problem is that
users of the analysis are in difficulties if their system does
not comply with underlying assumptions. In such
situations, use of a restricted ant-agonist concentration
range will often allow you to obtain linear Schild plots
with a slope of unity. However, if you are honest, you are
in deep trouble, since there seems to be no way out of
the dilemma.

As a rescue, several authors have suggested ‘modified
Schild plots’ or ‘enhanced Schild analysis’ introducing
power transformations (Cheng 2002, 2004; Cheng & Lai
2003; Kenakin 2004, p. 106; see also Eq. 11.7 and Fig.
11.8). Again, these types of ‘power departure’ have the
same twist as described for the Hill equation in Chapter
10. You get a better mathematical resolution by escaping
the physical world.

The question is: when is a system ‘Schildable’, when
does ‘Schild’ deviate from linearity and a slope of unity,
in case the underlying mechanism is not a simple
competitive system, which it frequently is not? I have
illustrated this question in Section 11.2.4.

The solution to this Gordian knot is simple. Try
another theory based for instance on data from an
inhibition curve experiment, now also suggested by more
and more authors (e.g., Calderone 1998; Calderone
et al. 1999; Kenakin 2004).

11.3.2. Other Theoretical Schemes and Their
Schild Formulation

The Schild null hypothesis has been extended to
theoretical models that do not follow the simple
competitive ant-agonist reaction scheme (Schild 1949;
Arunlakshana & Schild 1959; Ehlert 1988; Leff 1995;
Kenakin 2004: Section 6.8.6).

The Schild principle can logically be applied to the
simple two-state model where both ant-agonists and
inverse agonists function as competitive inhibitors (Leff
1995).

Figure 11.10. Schild analysis of pA2 for CP99,994 by use of
Sar9SP as agonist. Taken from Thorbøll et al. (1998) with
permission.

Figure 11.11. Schild regression for CP99,994 by use of Sar9SP
as agonist. Taken from Thorbøll et al. (1998) with permission.
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Contrary to this, implementing the Schild principle
for the ternary-complex model � i.e., the intervention
scheme described in Chapter 2 � is a bit more tricky, if
not meaningless. For all that, Ehlert (1988) assumed
equi-activity between two different functional terms as
well as between two binding terms, that is, formulations
for activation/occupancy equal to a function f in the
absence of inhibitor, I�0, i.e., response� fI�0 (e0, S0),
is the same as a formulation for activation/occupancy
equal to another function g in the presence of an
interventor, i.e., response�gI�0 (e1, S1, I). Here e0 and
e1 are efficacy constants in the presence and absence of
an interventor, S0 and S1 are agonist concentrations in
the absence and presence of an interventor, and I is the
concentration of an interventor. By further assuming
the efficacy terms as simple factors (see discussions in
Chapter 1.3 and Section 5.6.2) and thus the outcome of
operators fI�0 and gI�0 to be identical, an expression
for the equi-active agonist concentrations S1 in the
presence and S0 in the absence of the interventor could
be obtained (Ehlert’s Eq. 18) and used for a Schild-type
analysis of both binding and activity (Ehlert 1988).
However, as indicated, the validity of calling it a Schild
procedure is doubtful, since Schild is not for non-
competitive or intervention schemes as the TCM with
so-called ‘allosteric modulators’ (Kanakin 2004; Ehlert
2005; May 2007).

Meanwhile, a better approach than Schild’s analysis
for the ternary-complex model and working both for
function and binding could be to compare equi-activity
in the Hall (2000) ATSM in Chapter 7 (see also May
et al. 2007).

11.3.3. It is Time to Reduce Use of Schilds

In parallel with the above description of my idiosyncratic
feel for the Schild analysis, simultaneously I get a para-
sympathetic sensation about Schild’s paradigm for the
following reason. In attending meetings, I have wit-
nessed how I earlier swore to the ‘Schild’. Self-satisfac-
tion emanated from my body language as I got up to
announce to the world the pA2s for studied ant-agonists,
and I proudly assured the audience that ‘the slope of the
Schild plot was not significantly different from unity’.
This statement is a hallmark for Schild-aficionados
indicating that the studied system with employed agonist
and ant-agonists behaved competitively � justifying the
analysis.

The trend setting focus on Schild analysis seemed to
have blinded me to much more general and fecund
approaches to ligand�receptor interactions. Approaches
such as modeling based on reaction schemes illustrated
in Chapter 7 (Fig. 7.1) that can cover many more
systems and might give meaningful results far beyond

the suffocating constraints of the requirements for the
‘Schild’.

For me, interrogative modeling is now the Tao for
synagic analyses, rather than quoting pA2 values from
Schild’s analysis with self-contented body language and
added ‘slope of unity’.

The popularity of the ‘Schild’ stems from a paradigm
or picture that its use is a fairly simple way to obtain
correct values for ant-agonist potencies, circumventing
several obstacles such as required knowledge about the
dissociation constant for the agonist(s) used in the
analysis (Kromer 1991).

However, modern synagic theory tells us that affinity
and efficacy parameters are reciprocally interfused
(Colquhoun 1998). Hence, my suggestion is to imple-
ment the most likely formulation of a model for your
system with non-linear fitting and not necessarily the
‘Schild’; unless you have a simple competitive system at
hand.

Sixty years ago, ‘Schild’ was developed as an elegant
analysis based on severe restrictions and before the
computing power we possess today. However, competi-
tive ant-agonism is often too simple a reaction scheme
for the description of studied systems.

The justification of a Schild analysis is its use of the
ratio method to eliminate effects other than competitive
ant-agonism with a formulation that is based on compe-
titive ant-agonism. Do we have a contradiction here � a
circular argument?

I would suggest reading Jenkinson (2003, pp. 43�53).
His conjecture of the Schild story is somewhat different
from that provided here, but he also emphasizes the
difference between pKB, pKi, and pA2.

To conclude, synagic analysis of inhibition ought to
be conducted by a combination of straightforward non-
linear fitting of parameters in the most likely reaction
scheme to data from experimental inhibition curves, and
possibly in a semi-log or logit transformation.
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12CHAPTER

Ties Between Synergy
and Two-state Models

12.1. General Synergy. A Non-mechanistic
Approach

12.1.1. Outlook of Synergy

‘Synergy’ covers the effects above those expected for a
simple additive effect of drug combinations.

Describing and understanding the effects of combin-
ing two or more drugs, two or more substrates, and in
general two or more ligands has challenged a broad
segment of scientists in a number of research fields
(Berenbaum 1989; Greco et al. 1995; Tallarida 2000,
2007; White et al. 2003; Chou 2006; Lee et al. 2007; Brun
et al. 2007). Table 12.1 lists some examples of drug
combinations from the human disease field that cover
therapies for cancer, AIDS, and auto-immunological
diseases, such as asthma, diabetes, inflammatory bowl
disease, and rheumatoid arthritis, as well as many others.
For multi-drug treatment or survival of other organisms
there is, for instance, the use of fertilizers, pesticides and
weed killers.

Although there are advances in, for instance, combi-
natorial cancer chemotherapy (Hellebrekers et al. 2007;
Messeguer et al. 2007; Sanchez-Escribano Morcuende
et al. 2007), models predicting the correct combination
of drugs and their mutual concentration and timing are
still in great demand.

12.1.2. Three Levels: Organ, Cell, and Receptor

The subject of how we are to understand an elicited
effect mechanistically or empirically when two or more
drugs are combined should be divided into sub-themes
based on either physical and pure mathematical models
or on sketchy diagrams, in order to bring some sort of
sanity to a ‘madhouse’ (Table 12.2). It is necessary to
divide and describe the subject of combinatorial therapy

at a minimum of three different system levels: (1) whole
organisms, (2) cells, and (3) receptors. One may argue
that ultimately understanding what occurs at the recep-
tor level will also explain the operations at the whole
body level. Meanwhile, in integrated systems there are
links and networkings whose operational predictions are
not necessarily given by understanding the underlying
parts. Furthermore, it turns out that the nomenclature
and concepts at these three levels do not overlap,
although some of the principles in mathematical
formulation, including mechanistic terms, are the
same. One area that seems to bring all three levels
together is the theme of multi-drug-resistance (MDR)
(Kellen 1993; Goldie & Coldman 1998; Buolamwini &
Adjei 2003; Michor et al. 2006; McDevitt & Callaghan
2007).

In two-drug applications at the integrated organ level
we will find expressions for concepts such as isoboles,
isobolograms, median-effect plots, response surface modeling,
synergy, cross-tolerance, pharmaco-kinetics, and tachyphylaxia,
while at the receptor level is more likely to see
expressions such as allosteric-two-state model, ternary-complex
model, concentration-occupancy curve, partial and mixed-
inhibition, and insurmountable ant-agonism. Many terms
are the same but sometimes cover different meanings,
e.g., dose-response relations, desensitization, co-operativity and
pharmaco-dynamics.

The main focus of this book is on receptive units, and
I shall concentrate on themes relevant to this level. Even
so, for perspective, I will introduce the concepts of
synergy and isobolograms that are more frequently used
in studies on organs and whole organisms. Compared to
mechanistic models at the receptor level, I foresee that a
critical discussion of the synergy concept and its actual
non-mechanistic models for analysis will open our
minds further to the meaning and validity of both
approaches.

# 2008 N Bindslev. This book and all matter and items published therein are distributed under the terms of the Creative Commons Attribution-Noncommercial 3.0
Unported License (http://creativecommons.org/licenses/by-nc/3.0/), permiting all non-commercial use, distribution, and reproduction in any medium, provided the original
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If unfamiliar with synergy at any system level, it is
highly recommended to consult the reviews by Beren-
baum (1989), Greco et al. (1995) and Chou (2006,
Erratum in Pharmacol Rev 59: 124, 2007). Synergy has
also been treated by differential approximation (Salva-
dor 2000a,b). Read especially the excellent review by
Greco and coworkers. Furthermore, realize that due to
the complexity of analyzing possible synergy in whole
organisms, Berenbaum gave up and advocated for a
mathematical but non-mechanistic analysis of synergy,
thus leaving a physical interpretation to a distant
future. The aim here is to bring that future to the
present.

12.1.3. Some History on the Synergy Concept

The development of induction and treatment by the
effects of combinatorial drug application has followed a
tortuous path. This also applies to the analysis for
possible synergy in combinatorial drug application as,
for instance, in survival from toxic drugs, in treatment of
cancer, AIDS, and atherosclerosis, and in induction of
anesthesia, analgesia, and anti-angiogenesis for tumor
control (Fraser 1871; Frei 1913; Loewe 1928, 1953, 1959;
Berenbaum 1977, 1989; Tallarida 1992, 2000; Chou et al.
1994, 2003, 2005, 2006; Lopez-Munoz 1993; Lopez-
Munoz et al. 1994; Greco et al. 1995; van der Graaf &

Table 12.1. ‘Order in the SYNERGY � madhouse I’ (Possible effects of combinatorial drug therapy in some specific fields of
human disease and nutrition. Two drugs or food-stuffs ingested by whole organisms or applied to cells)

Research field Drug examples References

Acute lymphoblastic leukemia Combination therapy Reynolds et al. (2007)

AIDS/HIV Anti-retroviral drugs,

integrase inhibitor

Yeni et al. (2006); Yeung et al. (2007);

Shimura et al. (2007); Traynor (2007)

Alzheimer van Dyck et al. (2006)

Arrhythmia � long QT syndrome K channel modulators Thomsen (2007)

Asthma Steroids and beta-adrenergic drug Hancox (2006)

Atherosclerosis Statins and ezitimibe Genest (2006); Iughetti et al. (2007)

Cancer, colon and breast Ningalin, -estradiol, -norspermine, tamoxifen,

cetuximab, erbitux†, herceptin

Chou et al. (2005); Nair et al. (2007);

Hoffmann et al. (2007); Mahtani &

Macdonald (2008)

Cystic fibrosis Poly-antibiotics Thelin & Boucher (2007)

Diabetes type 1, diabetes type 2 Insulin, GIP, GLP-1, glitazone DPP-IV-4

inhibitors

Knudsen et al. (2007)

Epilepsia Gabapentin, oxcarbazepine Bouwman et al. (2004);

Jonker et al. (2007)

Fever NOS rofecoxib mefenamic Gowen et al. (2006)

Food satiety and obesity CCK, Leptin, Ghrelin, rimonabant Atkinson (2008)

Hypertension, kidney diseases Thiazides, ACE inhibitors�angiotensin-

receptor blocker

Kjeldsen et al. (2005a,b)

Inflammatory bowl diseases (IBD)

Crohn’s, ulcerative colitis

TNF-a antibody (Infliximab†) other biologics Hanauer (2007)

Inflammation and infection: bacterial,

helmetic, viral and fungal or due to

antigens, toxins

Antibiotics, antihelmetics, palivizumab Lin et al. (2004); Khanna et al. (2008)

Multi-drug-resistance Ningalines�, paclitaxel, tariquidar� Chou et al. (2005); Michor et al. (2006);

McDevitt and Callaghan (2007);

Hubensack et al. (2007); Brun et al (2007);

Fox & Bates (2007)

Multiple myeloma Bortezomib combination-therapy

Nutrition Flavonoids, probiotics Ward (2005); Ward and Fonseca (2007)

Osteoporosis Calcium, biphosphate, D-vitamin Dudakovic et al. (2008); Morishita et al. (2008)

Oncology: small cell carcinoma, ovarian Epigenetics: RNA interference and demethylation.

Cisplatin, paclitaxel, doxorubicin

Chou (2006); Hellebrekers et al. (2007)

Pain general, pain neuropathic Opiods, NSAIDs Guindon et al. (2006a,b)

Parkinson Ergopeptide Vendrell et al. (2007)

Postoperative nausea vomiting (PONV) Propofol, setrones, dexamethasone Antonetti et al. (2007)

Rheumatoid arthritis DMARDs, biologics, Infliximab, methotrexate,

sulfasalazine, hydroxy-chloroquine

Jenks et al. (2007)

Schizophrenia Clozapine�amisulpride Horner et al. (2007)

Ulcer Pump inhibitor�antibiotics de Leest et al. (2007)

Communications on combinatorial drug effects and treatment surpass 100,000 in the MedLine database, therefore this table is just an illustration of the complexity of
the synergy subject.
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Schoemaker 1999; Chan et al. 2000; Lorenzen et al.
2002; Deciga-Campos et al. 2003, 2004; Barrera et al.
2005; Gasparini et al. 2005; Gouwy et al. 2005; Jonker
et al. 2005, 2007). Meanwhile, synergy’s modern inter-
pretation is largely based on the synagics as described by
exclusive/non-exclusive dose-responses with additional
mathematical principles as the Hill exponentiation for
the modeling of ligand�receptor interactions (Chou &
Talalay 1977, 1981, 1983, 1984; Chou 2006).

Fraser (1871) was the first to describe the life-saving
effect of combining physiostigmine and atropine in
survival studies of their toxic effects (Fig. 12.1). In the
first quarter of the 20th century, such combinatorial
drug application became popular (Langley 1905; Schul-
mann et al. 1913; Frei 1913; Clark 1926, 1937). Frei
(1913) discussed in clear terms the difference between
‘iso-addition’ and ‘hetero-addition’, thus laying the
groundwork in the field of synergy for an ingenious
summary of concepts and terms by Loewe (1928, 1953)
(Figs. 12.2 and 12.3). Isobolograms and isoboles (see
Section 12.1.4) were coined as concepts by Loewe and
Muischnek (1926). Serious analysis of combinatorial
drug effects, with synergy, additivism, and ant-agonism,
began with Loewe’s pioneering understanding of the
issue (Loewe & Muischnek 1926; Kaer & Loewe 1926a,b;
Loewe 1928, 1938). In Estonia’s short interval of
independence from 1919 to 1940, Loewe managed to
lay the groundwork for modern day analysis of synergy
(Loewe 1928). Although Loewe realized diversions
(Kaer & Loewe 1926a,b; Loewe 1955a,b, 1957) from

his own simple rules (Fig. 12.2), his definitions remain
standard equipment for modern-day therapeutics in
disease-fields as diverse as plant pests, diarrhea in
domestic animals, human hypertension, astringent
asthma, killing cancer, and infectious inflammation
with related maladies as pain and edema (Tallarida
2000: Chapter 1; Guindon et al. 2006; Miranda et al.
2006). See Table 12.1 for further examples.

12.1.4. Isobologram and Isoboles

Fig. 12.4A is a response surface plot in three dimen-
sions of the additive response of two drugs applied

Table 12.2. ‘Order in the SYNERGY � madhouse II’ (Some models in use and other potential models for synergy in general)

Subjects Sub-themes and related models Associated terms or models to be implemented

Basic physiology, pharmacology, and

pato-physioplogy, Vira, bacteria,

yeasts, plants, and animals

Receptor level, cellular level, organ level,

whole organisms

Pharmaco-dynamics, synagics; cross-tolerance;

pharmaco-kinetics, synergy, tolerance; nutrition

and psychology (Spinella 2002; Belitz et al. 2004;

McGee 2004; Ward 2005)

Historic development of models at the

receptor/cellular level for: one ligand

and one or two states

HMM-Haldane; modified Hill equation; dC&K,

B&L, cTSM, MWC-KNF, HOTSM

Auto-ant-agonism, auto-intervention (pos or neg);

co-operativity (pos or neg); auto-modulation (pos

or neg); bell-shaped and terraced dr-relation

Historic development of models at the

receptor/cellular level for: two li-

gands and one or two states

TCM, FP-OSM; mixed-inhibition-mixed

activation*; ETCM-CTCM; ATSM-

FP-TSM

Mixed-inhibition, model for GPCRs; ETCM, CTCM,

and CQCM; ant-agonism, intervention, modula-

tion, OFCOR**

Historic development of models at the

receptor/cellular/whole organ level

for: synergy

Loewe (1926, p. 59); Bliss (1939); Chou and

Talalay (1977, p. 84); Berenbaum (1989);

Tallarida (1992, 2007); Greco et al. (1995,

2007); White et al. (2003); Brun et al. (2007)

Isobologram, response surface modeling; probabil-

ity model; Hill exponentiation, median-effect plots

and Combination Index, competitive and non-

competitive TCM with fixed ratio doses, combi-

nation therapy. Interaction Index, comparison of

models for synergy

Mechanistic models to be tried for:

synergy

Intervention model. FP-OSM (Fig. 2.4). ATSM

(Fig. 7.1A). FP-TSM (Fig. 7.2)

Intervention (pos or neg) (Figs. 12. 4�12.19).

Simple OFCOR model (Figs. 12.20 and 21)**.

Heterotropic allostery (Figs. 12.24�12.27) with

the potential of an OFCOR model

Abbreviations: HMM�Henri�Michaelis�Menten; dC&K�delCastillo & Katz; B&L�Black & Leff; cTSM�cyclic-two-state model; MWC�Monod�Wyman�Changeux;
KNF�Koshland�Nemethy�Filmer; TCM�tertiary-complex model; FP-OSM�four-pane one-state model; ETCM�extended tertiary-complex model; CTCM�cubic
tertiary-complex model; CQCM�cubic quaternary-complex model; ATSM�allosteric two-state model; HOTSM�homotropic two-state model; FP-TSM, four-pane
two-state model; OFCOR�optimal fixed concentration ratio.
*Equal to TCM, Ehlert’s model (1988), or the intervention model in Chapter 2.
**Winding and Bindslev (1993) used the FP-OSM for an analysis of OFCOR, see also Wells (1992), Wood et al. (1995), Hoare et al. (2000), and Giraldo (2004).
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Figure 12.1. An area relation between survival and drug
combinations of a toxic drug mixed with an antidote. Modified
from Fraser (1871).
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simultaneously and both assumed to elicit a load
reaction, the simple hyperbolic reaction, when each
drug is applied on its own, and furthermore reacting
according to a simple competitive scheme when com-
bined, as described in Chapter 2. Applying increasing
doses of a mixture of two competitive drugs with a fixed
concentration ratio 1:1 results in a competitive reaction
scheme for its ‘additive’-form (Fig. 12.4C). Finally, when
the surface response plot is converted to a 2-D contour
plot of the combined effects we get a plot as in Fig.
12.4B. Note that the concentrations of both drugs are
on axes scaled in a linear dimension in all three graphs
in Fig. 12.4. The lines in the contour plot are the so-
called isoboles. When various combinations of concen-
tration for the two drugs elicit iso-effects, we move along
contour lines (see graph B in Fig. 12.4). Fig. 12.4B is a

so-called isobologram and its contour lines are the
isoboles (Loewe & Muischnek 1926; Loewe 1928).

In accordance with certain standards in the synergy
community, isoboles deviate from the line of additivity
of a competitive reaction scheme (Fig. 12.2). Thus,
there is synergism when isoboles bend into the south-
western area (Fig. 12.2�3), additivism when following
the straight isobole in Fig. 12.2�1, and ant-agonism as the
isoboles curve into the north-eastern corner of the
graph in Fig. 12.2�2 (Loewe 1928, 1953, Tallarida
2000). Other terms for synergism are super-additivity
and supra-additivity, and for ant-agonism, sub-additivity or
infra-additivity.

However, in reality, these definitions depend on the
chosen algebraic model (see Section 12.3.1). Except for
the simple intervention model described in Chapter 2,

Figure 12.2. Space-bolograms or ‘raumbologrammen’ and their contour projections. Examples: (1) simple additivity (tense sail),
(2) ant-agonism (sagging sail), and (3) synergism (inflated sail). Panel 4 is a two-dimensional projection of the horizontal ‘sail’-
responses in 1, 2, and 3. Straight cord ‘i’ represents additivity, line ‘s’ bending into the south-west represents an example of
synergy, while the curves ‘a’ and ‘h’ bending into the north-east represent examples of ant-agonism. Based on Loewe and co-
workers analysis of combinatorial drug effects. From Loewe (1953, Figs 1 and 2) with permission.
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there are several kinds of isobolograms not in line with
the one depicted in Fig. 12.2 (Table 12.3). That this is
true for experimental data, as well, was already pointed

out by Loewe (Kaer & Loewe 1926a,b; Loewe 1928,
1955a,b, 1957).

Examples of simple models that follow Loewe’s
definitions in Fig. 12.2 are the competitive additivity
model (Fig. 12.4), and the non-competitive synergy
model (Fig. 12.5). However, models that deviate from
the definitions in Fig. 12.2 are easily obtained. An
example is the isoboles of a competitive ant-agonism
model shown in Fig. 12.6 for two simultaneously
applied drugs.

12.1.5. Loewe’s Relationship

Assume that a drug D1 added alone in concentration
[D1] elicits a response equal to the response of another
drug D2 when this drug is added alone in a concentra-
tion [D2]; not necessarily equal to [D1]. Then, a
potency ratio (PR) between these two drugs can be
formulated as [D1]/[D2]. For instance, if we assume
that D1 is 100-fold more efficient than D2, then our
potency ratio PR�[D1]/[D2]�1/100. For drug 2, we
need 100 times the concentration of drug 1 to obtain
the same response by either drug applied alone. In case

Figure 12.3. Model of Loewe’s space-bolograms equal to
response-surface plots. The three horizontal curves represent
the dose�tolerance curves, isoboles. From Loewe (1959,
Fig 2) with permission.
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indicated in Table 12.3. (A) A 3-D surface topography, (B) its related contour plot, and (C) its 2-D dose�response curve for fixed
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represented in panel B. Raising a plane vertical through the arrow in panel A’s concentration plane for two ligands, i.e., following
a fixed ratio of drug concentrations, cuts a curve in A’s surface response plot as reproduced in panel C.
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Table 12.3. Fourteen functional models for the simple intervention scheme � including binding abbreviated as �occ.

Type of reaction scheme (see code below) Value of const c Characteristics of the distribution equation Fig. 12# Loewe’s isoboles

Competitive ant-agonism�occ 0 S/(1�S�F) 6 No

Competitive additivity 0 (S�F)/(1�S�F) 4�7 Yes

Non-compet. ant-agonism 1 S/(1�S�F�SF) 8 No

Non-compet. Additivity 1 (S�F)/(1�S�F�SF) 9 No/yes*

Non-compet. synergism I�occ 1 (S�SF)/(1�S�F�SF) 10 No

Non-compet. synergism II 1 (S�F�SF)/(1�S�F�SF) 5�11 No/yes**

Pos interv. ant-agonism 10 S/(1�S�F�SF) 12 No

Neg interv. ant-agonism 0.1 S/(1�S�F�SF) 13 No

Pos interv. additivity 10 (S�F)/(1�S�F�SF) 14 No/yes*

Neg interv. additivity 0.1 (S�F)/(1�S�F�SF) 15 No***

Pos interv. synergism I�occ 10 (S�SF)/(1�S�F�SF) 16 No/yes**

Neg interv. synergism I�occ 0.1 (S�SF)/(1�S�F�SF) 17 No

Pos interv. synergism II 10 (S�F�SF)/(1�S�F�SF) 18 No/yes**

Neg interv. synergism II 0.1 (S�F�SF)/(1�S�F�SF) 19 No/yes**

Parameter values: as indicated on the figure axes, the dissociation constant for ligand S, Kds, and for ligand F, Kdf, are fixed at 10 and the values for parameter c are
in column 2. Column 1�2: Nomenclature and designators for the intervention model: competitive: c�0; non-competitive: c�1; intervention: c�0 and "1; positive
intervention: c�1; negative intervention: 0BcB1. Column 3: Distribution equations with indicated receptive species: S�primary ligand bound to R, F�interventor
(competitive/non-competitive) ligand bound to R, SF�both S and F are bound to the receptive unit R. In the nominator: S�‘ant-agonism’ (for c�0 also ‘occupancy’);
S�F�‘additivity’; S�SF�either ‘non-competitive synergism I’, ‘non-competitive occupancy’, ‘interventory synergism I’, or ‘intervention occupancy’; S�F�SF�
either ‘non-competitive synergism II’ or ‘intervention synergism II’. In accord with the above codes, there is no ‘competitive synergism’ possible. The different types of
models within the intervention scheme, including both c�0 and c�1, result in 14 different possibilities for the functional intervention scheme. Four of these schemes
are equal to the intervention scheme in binding studies and are listed as ‘�occ’ in the column 1. Column 4: Figure numbers showing the listed model. Column 5:
Resemblance with Loewe’s isoboles.
*At small values of S�[D1] and F�[D2], isoboles resemble ant-agonism in Fig. 12.2.
**Recognizing the model behind, curved contour lines are the ‘additivity’ isoboles.
***The isobologram appears as Loewe’s ant-agonism (Fig. 12.2).
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the response is due to simple competition between the
two drugs added simultaneously, then PR is identical to
the ratio of drug dissociation constants, i.e., Kd1/Kd2.

In mixtures of the two drugs, their concentrations are
designated by [d1] for drug 1 and [d2] for drug 2.
Therefore, in a mixture of drug 1 and drug 2, assuming
simple additivity in effect for the drugs, we may replace an
amount of drug 1 in the mixture by drug 2, which together
generates the same response as elicited by either [D1] of
D1 alone or [D2] of D2 alone. Similarly, in a mixture of

the two drugs, we may replace an amount of [D2] by an
amount of drug 1 to obtain the same response as for D2
alone or D1 alone. Thus, when we compare doses, in case
of simple competitive additivity we get:

[D1]�[d1]�([d2] �PR)�

[D2]�[d2]�([d1]=PR); (12:1a)

which is the same as:
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Figure 12.6. Dose�response curve for competitive ant-agonism with its surface plot and related isobologram. The competitive
ant-agonism is based on S/(1�S�F), where ‘S’ stands for receptive units with bound S-ligand and ‘F’ is receptive units bound
with F-ligand. Parameters are as indicated in Table 12.3. Panel A shows the dose-response for increasing concentrations of both
drugs in a fixed ratio (1:1), with the related 3-D surface plane for varying concentrations of each drug as insert. Panel B is the
contour plot that drops under the 3-D surface. Intervention co-operativity coefficient c is 0. See Table 12.3.
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Figure 12.7. Dose�response curve for competitive additivity with its surface plot and related isobologram. The competitive
additivity is based on (S�F)/(1�S�F), where ‘S’ stands for the receptive units with bound S-ligand and ‘F’ is the receptive units
bound with F-ligand. Parameters are as indicated in Table 12.3. Panel A shows the dose-response for increasing concentrations
of both drugs in a fixed ratio (1:1), with the related 3-D surface plane for varying concentrations of each drug as insert. Panel B is
the contour plot that drops under the 3-D surface. Intervention co-operativity coefficient c is 0. See Table 12.3.
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[D1]�[d1]�[d2] �([D1]=[D2])�

[D2]�[d2]�[d1] �([D2]=[D1]); (12:1b)

where [d1] and [d2] are doses of drug 1 and 2 when
combined in a mixture to elicit the same effect as that of a
single drug’s application. Both expressions in Eq. 12.1
may be rewritten to:

1�
[d1]

[D1]
�

[d2]

[D2]
: (12:2)

A similar relationship to Eq. 12.2 was deduced from
simple geometry by Loewe and Muischnek (1926) and
Loewe (1928). The relation in Eq. 12.2 has been
adopted by successor synergy modelers (Chou & Talalay
1984; Berenbaum 1989, 1991; Tallarida 1992, 2000;
Greco et al. 1995; Chou 2006).
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Figure 12.9. Dose�response curve for non-competitive ‘additivity’ with its surface plot and related isobologram. The non-
competitive additivity is based on (S�F)/(1�S�F�SF), where ‘S’ stands for the receptive units with bound S-ligand, ‘F’ is
receptive units bound with F-ligand, and ‘SF’ represent receptive units with both S and F bound. Parameters are as indicated in
Table 12.3. Panel A shows the dose-response for increasing concentrations of both drugs in a fixed ratio (1:1), with the related 3-
D surface plane for varying concentrations of each drug as insert. Panel B is the contour plot that drops under the 3-D surface.
Intervention co-operativity coefficient c is 1. See Table 12.3.
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Figure 12.8. Dose�response curve for non-competitive ‘ant-agonism’ with its surface plot and related isobologram. The non-
competitive ant-agonism is based on S/(1�S�F�SF), where ‘S’ stands for the receptive units with bound S-ligand, ‘F’ is the
receptive units bound with F-ligand, and ‘SF’ represent receptive units with both and F bound. Parameters are as indicated in
Table 12.3. Panel A shows the dose-response for increasing concentrations of both drugs in a fixed ratio (1:1), with the related 3-
D surface plane for varying concentrations of each drug as insert. Panel B is the contour plot that drops under the 3-D surface.
Intervention co-operativity coefficient c is 1. See Table 12.3.
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At face value the relations in Eqs. 12.1 and 12.2 are
always a matter of summation of concentrations of two
or more drugs in which the single drug can elicit the
same effect alone or in combination. In case the level of
equi-effect is 50%, i.e., the median effect (Trevan 1927),
the combination of concentrations for two drugs for this
effect may be equated as:

1�
[d1]

ED50;1

�
[d2]

ED50;2

; (12:3)

in which ED50,1 and ED50,2 are the effective doses of the
two drugs eliciting the same response (50% of maximal)
due to either drug; while in combination it is [d1]�
[d2].

Equations 12.1�12.3 are based on an additive-
competition scheme as demonstrated in Fig. 12.4. In
Fig. 12.4 (graph A) the 70% isobole was selected
instead of a 50% effect, but this should not disturb
the meaning.
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Figure 12.10. Dose�response curve for non-competitive occupancy with its surface plot and related isobologram. The non-
competitive occupancy is based on (S�SF)/(1�S�F�SF), where ‘S’ stands for the receptive units with bound S-ligand, ‘F’ is
receptive units bound with F-ligand, and ‘SF’ represent receptive units with both S and F bound. Parameters are as indicated in
Table 12.3. Panel A shows the dose-response for increasing concentrations of both drugs in a fixed ratio (1:1), with the related 3-
D surface plane for varying concentrations of each drug as insert. Panel B is the contour plot that drops under the 3-D surface.
Intervention co-operativity coefficient c is 1. See Table 12.3.
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Figure 12.11. Dose�response curve for non-competitive ‘synergism’ with its surface plot and related isobologram. The non-
competitive synergism is based on (S�F�SF)/(1�S�F�SF), where ‘S’ stands for receptive units with bound S-ligand, ‘F’ is
receptive units bound with F-ligand, and ‘SF’ represent receptive units with both S and F bound. Parameters are as indicated in
Table 12.3. Panel A shows the dose-response for increasing concentrations of both drugs in a fixed ratio (1:1), with the related 3-
D surface plane for varying concentrations of each drug as insert. Panel B is the contour plot that drops under the 3-D surface.
Intervention co-operativity coefficient c is 1. See Table 12.3.
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12.1.6. Interaction Index and Combination Index

Ideas about synergy, additivity and ant-agonism are the
basis for other expressions of drug interaction, e.g., the
Interaction Index (Berenbaum 1977, 1985; Tallarida 2000:
Chapter 10) and the Combination Index (CI) (Chou &
Talalay 1984).

The Interaction Index is a simple rewriting of the
Loewe formulation. Thus ([d1]�[d2]PR)/a, in which a is
an index of interaction and PR is the relative potency and

assumed constant. For a�1 (or is it a�1/[D1]?) this
formula is identical to the Loewe formulation, meaning
simple competitive additivity. The value of a is the
Interaction Index. If aB1 there is synergy, and if a�1
there is ant-agonism. Tallarida writes that a ‘indicates the
degree of dosage reduction in a combination in order to
get the effect of [D1] alone or [D2] alone’ (Tallarida
2000: Chapter 10). The CI by Chou and Talalay is a slightly
expanded form of the Interaction Index based on the
median-effect formulation (see Section 12.2.2). The CI
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Figure 12.12. Dose�response curve for positive interventory ‘ant-agonism’ with its surface plot and related isobologram. The
positive interventory ant-agonism is based on S/(1�S�F�SF), where ‘S’ stands for receptive units with bound S-ligand, ‘F’ is
receptive units bound with F-ligand, and ‘SF’ represent receptive units with both S and F bound. Parameters are as indicated in
Table 12.3. Panel A shows the dose-response for increasing concentrations of both drugs in a fixed ratio (1:1), with the related 3-
D surface plane for varying concentrations of each drug as insert. Panel B is the contour plot that drops under the 3-D surface.
Intervention co-operativity coefficient c is 10. See Table 12.3.
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Figure 12.13. Dose�response curve for negative interventory ‘ant-agonism’ with its surface plot and related isobologram. The
positive interventory ant-agonism is based on S/(1�S�F�SF), where ‘S’ stands for the receptive units with bound S-ligand, ‘F’
is receptive units bound with F-ligand, and ‘SF’ represent receptive units with both S and F bound. Parameters are as indicated in
Table 12.3. Panel A shows the dose-response for increasing concentrations of both drugs in a fixed ratio (1:1), with the related 3-
D surface plane for varying concentrations of each drug as insert. Panel B is the contour plot that drops under the 3-D surface.
Intervention co-operativity coefficient c is 0.1. See Table 12.3.
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takes care of both competitive and non-competitive
interactions and possible multi-sited receptive units
(Chou & Talalay 1984). For competitive interactions,
the CI is identical to its Interaction Index.

The isobologram, the Interaction Index (Loewe’s
equation), and the CI (relative fractional-effect), all at
the organ level, may be said to be the answer to Schild’s
null-method for competitive interactions at the receptor
level (Chapter 11). Therefore, when it comes to the
effects of drugs at integrated levels in the whole body, CI
rather than Schild is the answer. Although the Schild

tool is valid for receptors with more than one binding
site (Colquhoun 2007), at the level of receptor, cell, or
whole organism, it is only workable for competitive
synagics. In addition, competitive synagics is often not
relevant in combinatorial drug therapy.

12.1.7. Random Choice of Models
for Integrated Systems

Models of reaction schemes are needed when analyzing
the affects of adding two or more drugs simultaneously
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Figure 12.14. Dose�response curve for positive interventory ‘additivity’ with its surface plot and related isobologram. The
positive interventory additivity is based on (S�F)/(1�S�F�SF), where ‘S’ stands for the receptive units with bound S-ligand,
‘F’ is receptive units bound with F-ligand, and ‘SF’ represent receptive units with both S and F bound. Parameters are as
indicated in Table 12.3. Panel A shows the dose-response for increasing concentrations of both drugs in a fixed ratio (1:1), with
the related 3-D surface plane for varying concentrations of each drug as insert. Panel B is the contour plot that drops under the 3-
D surface. Intervention co-operativity coefficient c is 10. See Table 12.3.
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Figure 12.15. Dose�response curve for negative interventory ‘additivity’ with its surface plot and related isobologram. The
negative interventory additivity is based on (S�F)/(1�S�F�SF), where ‘S’ stands for receptive units with bound S-ligand, ‘F’ is
receptive units bound with F-ligand, and ‘SF’ represent receptive units with both S and F bound. Parameters are as indicated in
Table 12.3. Panel A shows the dose-response for increasing concentrations of both drugs in a fixed ratio (1:1), with the related 3-
D surface plane for varying concentrations of each drug as insert. Panel B is the contour plot that drops under the 3-D surface.
Intervention co-operativity coefficient c is 0.1. See Table 12.3.
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to complex systems as whole organisms with their
integrated regulatory networks. Greco et al. (1995)
presented a splendid survey and comparison of sixteen
different synergy models. Due to the complexity of the
studied systems, their conclusion on the correct model
to use seems to be anybody’s guess. Therefore, the
selection of a ‘pertinent’ model is generally empirical
and random. It illustrates the impossibility of deducing
and choosing mechanisms significantly behind observed
actions of drug combinations. As an example, for
chemotherapy in whole organisms a certain model is

often selected unexpectedly (Teicher 2003). This ap-
plies to combinations of several drugs, for just two drugs,
or even for the effects of single drug applications in, for
instance, humans. Standard algorithms suggested for
the complex integrated systems are often based on the
exponential function, the Poisson distribution, the
binominal distribution, or the very popular modified
Hill equation (Chou & Talalay 1981; Greco et al. 1995).

I shall not comment on these various approaches,
however I would ask the interested reader to look in the
three aforementioned recent reviews which contain an
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Figure 12.16. Dose�response curve for positive interventory ‘occupancy’ with its surface plot and related isobologram. The
positive interventory occupancy is based on (S�SF)/(1�S�F�SF), where ‘S’ stands for receptive units with bound S-ligand, ‘F’
is receptive units bound with F-ligand, and ‘SF’ represent receptive units with both S and F bound. Parameters are as indicated in
Table 12.3. Panel A shows the dose-response for increasing concentrations of both drugs in a fixed ratio (1:1), with the related 3-
D surface plane for varying concentrations of each drug as insert. Panel B is the contour plot that drops under the 3-D surface.
Intervention co-operativity coefficient c is 10. See Table 12.3.
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Figure 12.17. Dose-response curve for negative interventory ‘occupancy’ with its surface plot and related isobologram. The
negative interventory occupancy is based on (S�SF)/(1�S�F�SF), where ‘S’ stands for receptive units with bound S-ligand,
‘F’ is receptive units bound with F-ligand, and ‘SF’ represent receptive units with both S and F bound. Parameters are as
indicated in Table 12.3. Panel A shows the dose-response for increasing concentrations of both drugs in a fixed ratio (1:1), with
the related 3-D surface plane for varying concentrations of each drug as insert. Panel B is the contour plot that drops under the 3-
D surface. Intervention co-operativity coefficient c is 0.1. See Table 12.3.
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excellent comparison between different mathematical
models and their mutual evaluation by methods as the
response surface modeling, the simple isobologram, median
effect/Combination Index, and other means (Berenbaum
1989; Greco et al. 1995: with a summary in Table 5;
Chou 2006).

In reading these reviews, it should become obvious that
the weak point in analysis is the haphazard selection of
reaction schemes for the combined action of two drugs in
most cases of synergy � the super-additivity to sub-
additivity world at the level of cells or the whole body.

The mathematical model with the best fit to experimental
data is obviously the preferred one (Greco et al. 1995).

In addition, the difficulties mount to hardships in the
real world when aiming at a description of concentration-
effect relations for mixtures of more than two drugs given
to whole organisms in combinatorial drug therapy.
Experimental chemotherapy often involves three com-
pounds in combination (Snyder et al. 2000; Ciombor &
Lima 2005; Gillenwater et al. 2005; Rougier & Lepere
2005), sometimes with synergy-like beneficial effects as
found in the first two referred studies. Therefore,
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Figure 12.18. Dose�response curve for positive interventory ‘functional synergism’ with its surface plot and related isobologram.
The positive interventory synergism is based on (S�F�SF)/(1�S�F�SF), where ‘S’ stands for receptive units with bound S-
ligand, ‘F’ is receptive units bound with F-ligand, and ‘SF’ represent receptive units with both S and F bound. Parameters are as
indicated in Table 12.3. Panel A shows the dose-response for increasing concentrations of both drugs in a fixed ratio (1:1), with
the related 3-D surface plane for varying concentrations of each drug as insert. Panel B is the contour plot that drops under the 3-
D surface. Intervention co-operativity coefficient c is 10. See Table 12.3.
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Figure 12.19. Dose�response curve for negative interventory ‘functional synergism’ with its surface plot and related
isobologram. The negative interventory synergism is based on (S�F�SF)/(1�S�F�SF), where ‘S’ stands for receptive units
with bound S-ligand, ‘F’ is receptive units bound with F-ligand, and ‘SF’ represent receptive units with both S and F bound.
Parameters are as indicated in Table 12.3. Panel A shows the dose-response for increasing concentrations of both drugs in a
fixed ratio (1:1), with the related 3-D surface plane for varying concentrations of each drug as insert. Panel B is the contour plot
that drops under the 3-D surface. Intervention co-operativity coefficient c is 0.1. See Table 12.3.
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difficulties in model selection are even more grotesque
and insurmountable when it is realized that actual
regimes require reaction schemes with more than two
drugs applied simultaneously. The same is true when it is
further recognized that these schemes should also con-
sider possible significant and important displacement of
responses for the different drugs with time (Barrera et al.
2005).

12.1.8. My Strategy for Synergy

The vast obstacles for a genuine understanding of the
underlying mechanisms described in Section 12.1.7 are
not the subject of this chapter, rather I will focus on a
few simple and fairly well-described mechanistic reac-
tion schemes involving just two drugs: the intervention
model described in Chapter 2 and the allosteric two-
state model (ATSM) described in Chapter 7. Let us
learn from an examination of their kind of synergy at
the receptor level, and afterwards judge if the conclu-
sions are relevant for analysis of synergy when combin-
ing several drugs at the level of whole organisms.

Therefore, to put the issue in perspective, I shall start
in Sub-chapter 12.2 with an ultra-brief survey of the
analysis of the synagics for exclusive and non-exclusive
reaction schemes � as it was developed for the classic
synergy approach by Chou and Talalay (1977, 1981,
1984) and Chou (2006). ‘Exclusive’ is the same as
‘competitive’ or ‘non-inclusive’, while ‘non-exclusive’ is
the same as ‘non-competitive’ or ‘inclusive’ (see Chapter
2). Variations in these standard models are mostly
obtained by including Hill’s exponentiation.

Then as an alternative, this Hill-adaptation of models
is replaced by allowing an induced variation in binding
constants. In Sub-chapter 12.3, I will demonstrate how
one may obtain diverse isobolograms from a very simple
ternary component model, where two drugs (S and F)
can bind simultaneously to a third component, leading
to isoboles that deviate somewhat from those adopted in
Fig. 12.2. The model referred to is the intervention
reaction scheme with its interaction constant c (see
Chapter 2), which opens for induced variations in
binding constants. Contrary to the non-competitive
model that also has simultaneous binding, in the
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Figure 12.20. Dose�response plots of the four-pane one-state model (FP-OSM) with active conformations RS and IRS. To
simplify, it is assumed that parameters Ass, Ais

ss, and Ais
ss are equal, while Asi is also equal to Ais

si and Aii
si. The parameters are thus

independent of what is bound to the opposite sites. Five 2-D plots are generated with an interventor concentration [I] equal 10
and parameters Ass�1, Asi�1, Ais�1, while Aii is varied from 10�3 (**) to 105 (� �� �) in five steps by a factor 102. As indicated
with dashed lines, the 2-D plot for Aii�10�1 may be transformed to a related set of a 3-D surface plot and an isobologram plus a
similar set for the 2-D plot at Aii�10. The 3-D surface plot at Aii�10�1 is similar to the profile as generated by Winding and
Bindslev (1993, Fig 10) also assuming active conformations RS and IRS in the FP-OSM, but with somewhat different parameters
in analysis for an optimal-fixed-concentration-ratio (OFCOR) between [S] and [I].
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intervention model it is the binding constants that vary
upon binding at neighboring sites. Constant c deviates
from unity. The intervention model is too simple for
what occurs in the whole body. On the other hand, it
seems correct to have a sense of what the predictions are
at the most simplistic level before we move on to more
advanced systems, as an entire organism, and their
analyses of drug combinations.

12.2. Mechanistic Synergy at the Receptor
Level. 1. Classic Models

12.2.1. A Modern-classic Synergy Approach

To handle synergy, additivity, and ant-agonism, general
equations were derived for modes of competitive, non-
competitive, and un-competitive inhibition, as well as for
models of sequential and ping-pong type reaction
schemes. These equations for different forms of drug
ant-agonism and drug synergism at the single receptor
level were then combined into one expression (Chou &
Talalay 1977):

1

ar1;2;...n

�
�X 1

arj

�
�

n � 1

ar0

; (12:4)

where ar1,2,. . .n is the actual response induced by n
inhibitors, arj is the actual response of the jth inhibitor,
and ar0 the actual response in the absence of any
inhibitor.1

Equation 12.4 was subsequently reformulated into its
relative relationships (Chou & Talalay 1981). The
relative relations by Chou and Talalay may be formu-
lated as:

arj

rrj

�
arj

1 � arj

; (12:5)

where arj is the actual response for compound j, and rrj

is the remaining response expected when the concen-
tration of j is increased, as also formulated in Sub-
chapter 8.3.
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Figure 12.21. Dose�response plots of the four-pane one-state model (FP-OSM) with RS as the sole active conformation. To
simplify, it is assumed that parameter Ass is also equal to Ais

ss and Aii
ss while Asi is also equal to Ais

si and Aii
ss, thus independent of

what is bound to the opposite binding sites. Five 2-D plots are generated with an interventor concentration [I] equal 10�1 and
parameters Ass�1, Asi�1, Ais�1 while Aii is varied from 10�3 (**) to 105 (� �� �) in five steps by a factor 102. As indicated with
dashed lines, the 2-D plot for Aii�10�1 may be transformed to a related set of a 3-D surface plot and an isobologram plus a
similar set for the 2-D plot at Aii�10.
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A reformulation of Eq. 12.5 for two competitive
inhibitors as supplemented by Chou and Talalay
(1981) and rewritten in our terminology is:

ar12

rr12

�
ar1

rr1

�
ar2

rr2

; (12:6)

where rr12, rr1, and rr2 are the remaining responses after
the addition of inhibitors 1 and 2 simultaneously or one
at a time as indicated in the subscripts, and the actual
response (ar) is also subscripted according to the
presence of either ligands 1 or 2, or both.

Based on the fact that the distribution equations for
systems with a limited number of receptive units can
always be formulated by listing the sum of all possible
receptor conformations in the denominator of their
distribution equation (Segel 1975, 1993; Chou & Tallay
1981), we thus have the following relation for the non-
competitive (inclusive) reaction scheme (as depicted in
Fig. 2.4-1I), where constant c�1:

ar

TR
�

nominator

1 � S=Ks � F=Kf � ðS=KsÞ � F=Kf

: (12:7)

‘Nominator’ is determined by the type of receptor
complexes participating in the measured response. S as
usual represents one type of ligand and F another type.
Subscript f refers to the secondary ligand F, and Kf is the
dissociation constant for F. The term ‘ar/TR’ is the
actual response over total response. Compare Eq. 12.7
with Eq. 2.3 in Chapter 2.

Thus, for the non-competitive (non-exclusive or
inclusive) situation, with a Chou and Talalay (1981)
formulation, where S is replaced by 1 and F by 2, we get:

ar12

rr12

�
ar1

rr1

�
ar2

rr2

�
ar1

rr1

�
ar2

rr2

: (12:8)

Formulations for adding more than two inhibitory
ligands of both competitive, non-competitive, and un-
competitive action may be developed and these formula-
tions may further be expanded in the paradigm of the Hill
equation. Based on such relations, the general equations
for multi-drug application and receptors with several
binding sites, m, is given by Chou and Talalay (1981).
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Figure 12.22. Plots of the four-pane one-state model (FP-OSM) with active conformations RS and SRS. To simplify, it is
assumed that parameter Ass is equal to Ais

ss and Aii
ss, while Asi is equal to Ais

si and Aii
si. Parameters are thus independent of what is

bound to the opposite binding sites. Five 2-D plots are generated with an interventor concentration [I] equal 10 and parameters
Ass�1, Asi�1, Ais�1, while Aii is varied from 10�3 (**) to 105 (� �� �) in five steps by a factor 102. As indicated with dashed
lines, the 2-D plot for Aii�10�1 may be transformed to a related set of a 3-D surface plot and an isobologram plus a similar set for
the 2-D plot at Aii�10. Compare the plots with plots in Fig. 12.23.
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Simply exponentiate or raise-to-a-power each term in Eq.
12.8 or its expanded forms. If the receptor has m identical
binding sites allowing for more complex modeling, the
exponent will be 1/m for each term (Chou & Talalay
1981).

For the non-competitive situation with two-inhibitors,
the equation by a Hill-type expansion becomes:

�
ar12

rr12

�1=m

�
�

ar1

rr1

�1=m

�
�

ar2

rr2

�1=m

�
�

ar1

rr1

�
ar2

rr2

�1=m

; (12:9)

where m is a Hill coefficient and under certain condi-
tions equal to the number of binding sites; here equal 2.
Consult Chou and Talalay (1981: Appendix II) for a
detailed derivation of Eq. 12.9. Although, Chou and
Talalay specifically noted that the formulation in Eq.
12.9 requires binding of inhibitors in one step, therefore
Eq. 12.9 is not a real mechanistic formulation, relations
based on similar ideas as expressed in Eq. 12.9 are in
general use today (Chou et al. 1994; Greco et al. 1995;
Scaramellini et al. 1997; Minto et al. 2000; Short et al.
2002; Jonker et al. 2003, 2005; Bouillon et al. 2004; Lin
et al. 2004; Chou 2006; Adusumilli et al. 2006; Nair et al.
2007).

12.2.2. The Median-effect Plot

The median-effect at effective dose ED50 (Trevan 1927)
introduces the relation between the relative terms in
Eqs. 12.8 and 12.9 and the concentrations of ligands
relative to their apparent dissociation constants, ED50,1

and ED50,2. Thus, the median-effect equation for non-
competitive interaction for two drugs at ‘higher order
conditions’ is given by Chou and Talalay (1984):

�
ar12

rr12

�1=m

�
[d1]

[ED50]1

�
[d2]

[ED50]2

�
[d1] � [d2]

[ED50]1 � [ED50]2

; (12:10)

and also for inhibitors (Chou 2006). It must be
emphasized that exponentiation is a mathematical
tool, but not necessarily a mechanistic tool, as it
presupposes simultaneity.

This kind of simultaneity is a ‘Hillian ghost’, as
described in Chapter 10, constantly prevailing in the
above models (Eqs. 12.9 and 12.10).
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Figure 12.23. Plots of the four-pane one-state model (FP-OSM) with active conformations RS and SRS. To simplify, it is
assumed that parameter Ass is equal to Ais

ss and Aii
ss, while Asi is equal to Ais

si and Aii
si. Parameters are thus independent of what is

bound to the opposite binding sites. Five 2-D plots are generated with an interventor concentration [I] equal 10 and parameters
Aii�1, Asi�1, Ais�1, while Ass is varied from 10�4 (**) to 104 (� �� �) in five steps by a factor 102. As indicated with dashed lines,
the 2-D plot for Ass�104 may be transformed to a related set of a 3-D surface plot and an isobologram plus a similar set for the 2-D
plot at Ass�1. For Ass�104, the dose�response curve has an intermediate plateau. Compare the plots with plots in Fig. 12.22.

Chapter 12: Ties Between Synergy and Two-state Models 315



Berenbaum (1989) and Greco et al. (1995) have
interesting discussions and reservations about the accu-
racy and validity of the Chou and Talalay equation as
repeated in Eq. 12.10 (Chou & Talalay 1981, 1984), and
its meaning in relation to synergy. Meanwhile, since the
Chou and Talalay formulation refers to the ratio
between actual response and remaining response it is
derived correctly. Although briefly commented upon by
Chou and Talalay (1981), a remaining concern by Greco
et al. (1995: Appendix A) is about restrictions imposed
by introducing a Hill coefficient, as also discussed by
Berenbaum (1989, pp. 108�116).

However, the obtained indication or pseudo-quantifi-
cation of a system’s co-operative interaction using Eq.
12.10 (Chou 2006) remains useful as with the ordinary
Hill analysis described in Chapters 8 and 10.

12.2.3. Bliss’s Formulation of Independence
a la Greco

According to a formulation by Bliss, the ‘independent
joint action’ of ligand interaction of a combined signal
for two drugs was formulated as a sum of the fractional
effect, f, for each individual ligand minus their product.
The equation writes:

f12 �f1 �f2 �f1 � f2; (12:11)

Bliss (1939: Eq. 2). It is based on Abbott’s formula,
which came from studies by Tattersfield and Morris as
well as by Abbott (Finney 1971, pp. 125�126).

In terms of probabilistic ‘non-occurrence’ we have:

f12 �f1 � f2; (12:12)

where f now stands for the fractional response of the
subscripted ligand(s) (Greco et al. 1995). The ‘product’
formulation in Eq. 12.12 is not surprising considering its
origin from a field on probabilities of survival. The
conceptual leap from Eq. 12.11 to Eq. 12.12, i.e., from
fractional responses to probabilities is shrewdly de-
scribed by Berenbaum (1989: Eqs. 13 and 14).

In case the appropriate expression of response as a
function of drug concentration for each individual drug
is given by a Hill-type expression, then for the product in
Eq. 12.12 we have:

f12 �
ar

TR

�
([d1]=[ED50]1)

m1 � ([d2]=[ED50]2)
m2

(1 � ([d1]=[ED50]1])
m1 ) � (1 � ([d2]=[ED50]2)

m2 )
;

(12:13)

which is equal to Eq. 12 in Greco et al. (1995), in which
their term E/Econ is equal to ar/TR.

12.2.4. Flagship Formulation by El Greco

Based on suggestions by Berenbaum (1985), Greco et al.
derived an equation for non-exclusive independence
similar to the formulation by Chou and Talalay (Eq.
12.10), but with two important modifications (Greco
et al. 1995: Eq. 5). First, the number of binding sites, m,
for either ligand was made independent of the binding
sites for other ligands, thus for ligand 1�m1 and for
ligand 2�m2, etc. Second, a proportionality factor, a,
was multiplied onto the cross-term of the formulation
for a non-exclusive, i.e., non-competitive, reaction
scheme. Thus, Eq. 5 of Greco et al. for non-competitive
agonists in the present terminology may be written as:

1 �
d1

EC50;1 �
�

tr

TR � tr

�1=m1
�

d2

EC50;2 �
�

tr

TR � tr

�1=m2

�
a � d1 � d2

EC50;1 � EC50;2 �
�

tr

TR � tr

�(1=2m1)�(1=2m2) : (12:14)

Eq. 12.14 was quoted as a ‘flagship equation’ in the
Greco et al. (1995) paper. It is a plain mathematical
formulation, not a mechanistic one. Clearly the possibi-
lities for differentiating between a number of possible
binding sites for different ligands provides a more
versatile approach, but increases the number of para-
meters to be determined or guessed. The El Greco
flagship equation still has the inherent wandering ‘Hill-
ghost’ (Chapter 10). Another concern of mine about the
Greco flagship equation is the insertion of the propor-
tionality factor a in the numerator of the right-most
fraction in Eq. 12.14. Simply multiplying one of the terms
with a new system constant give associations to an Ariëns-
factor for ‘algebraic balancing’ (Ariens 1954); an ap-
proach left many years ago by mechanistic receptor
analysts.

Meanwhile, our purpose is different. We will adhere to
the simple intervention scheme covering both competi-
tive, non-competitive, and positive or negative interven-
tion synagics,2 in the presence of two different drugs and
analyze their synergy by contour plots equal to isobolo-
grams.

12.3. Mechanistic Synergy at the Receptor
Level. 2. The Intervention Model

Thus far, the synergy models discussed in Sub-chapter
12.2 have implicated Hill coefficients when experimental
data present relationships more complex than the
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competitive or non-competitive reaction schemes. Con-
trary to the Hill-type approach, in this Sub-chapter we will
focus on a model that confines possible interaction upon
binding of different ligands to operating with binding
constants sensitive to preceding adsorption in the recep-
tive unit of different ligands. The model is the hetero-
intervention scheme described in Sub-chapter 2.5.

12.3.1. Synergy and the Intervention
Reaction Scheme

By plotting in three dimensions the effects of applying
two drugs simultaneously to a receptive system with two
binding sites, we are merely depicting the combined
effect of the two drugs in an intervention model and its
various possibilities as developed in Chapter 2. The
intervention model includes simultaneous binding, but
excludes co-lateral binding (see Section 2.6.1). Equi-
effective responses in such a system with varying
mixtures of ligand concentration, isoboles, are easily
obtained with modern graphics software by a transfor-
mation of 3-D response surface plots in panel A in Figs.
12.4 and 12.5, and converted to 2-D contour plots, as
also demonstrated in panel B of Figs. 12.4 and 12.5.

In order to obtain some systematization into model-
ing with rapidly expanding possibilities, I will divide the
intervention scheme and its subdivisions of non-compe-
titive and competitive action into different models. The
intervention scheme can be subdivided based on a
change in its parameter c. Parameter c (see Chapter
2), can be (a) �0, i.e., equal to competitive synagics,
(b) �unity, i.e., equal to non-competitive synagics, or
(c) �0 and different from unity, i.e., equal to what may
be termed synergism of intervention (Sub-chapter 2.5).

From this, fourteen models emerge by a change in
parameter c and further selecting different receptor
conformations for the actual response, since the re-
sponse varies with the receptor complexes involved. The
fourteen possibilities are listed in Table 12.3 and the
corresponding plots are in Figs. 12.6�12.19. Isobolo-
grams are generated for each subdivision and results are
commented upon in the legend to Table 12.3. Note that
all isobolograms in Figs. 12.4�12.19 are linear� linear
plots.

From Table 12.3 and its related figures it should be
obvious that even with a model as simple as the
chosen intervention scheme, it is not possible to
maintain the original standards for synergy, additivity,
and ant-agonism as stipulated by Loewe (1928, 1953,
1959), Chou and Talalay (1984), Bernenbaum (1989),
Greco et al. (1995) and Tallarida (2000: Chapter 10).
Rather, a reinterpretation is required, which will
probably involve isobolograms, i.e., contour plots,
defined separately for each model implicated in a

multi-drug reaction scheme � be it at either of the
three levels defined in Section 12.1.2, the body, organ
or receptor level. Recognition of realistic isobolograms
deviating from the simple form as in Fig. 12.2 was
already evident to Loewe (1928, 1955a,b, 1957).

From the analysis of expected isobolograms for the
simple intervention model, it seems more relevant to
discuss whole body and multi-drug experiments based on
the isobolograms pertaining to each individual synagic
model implied instead of a generalized geometric con-
struction as the Loewe formulation of additive competi-
tion (Eq. 12.2), shown in Figs. 12.4 and 12.7 (Tallarida
2000) or mathematical constructions as those by Chou
and Talalay in Eq. 12.9 and Greco et al. in Eq. 12.14.

This will also be the conclusion in Sub-chapter 12.5 on
isobolograms for the ATSM.

12.3.2. Modeling of Two Drugs with Inclusive and
Co-lateral Binding

To cover all possibilities, modeling of two different
drugs with inclusive and co-lateral binding requires a
four-pane one-state model (FP-OSM) (Fig. 2.4). The
model has eight independent variables and may further
be evaluated according to which conformations are
involved in the measured response. Results of a pre-
liminary analysis of FP-OSM are transformed into
contour plots (Figs. 12.20�12.23) in order to demon-
strate the potential isobolograms of the model and allow
for a comparison with classical isobolograms described
in Section 12.1.4.

For certain parameter values in the FP-OSM with
active conformations RS and SRS, there are intermedi-
ate plateaus for the dose�response curves (for an
example see Fig. 12.23).

Table 12.4 lists some of the preliminary results
for the isobolograms of FP-OSM. An analysis of this
model has been partially covered in Chapter 2 and
variations thereof discussed by Segel (1975, 1993),
Wells (1992), Waelbroeck (1994), Hoare et al. (2000)
among others.

12.3.3. Auto-intervention and Synergy

The auto-intervention model was developed in Sub-
chapter 3.3. As in the preceding section, it is variations
in three parameters, As, Am, and c?, which determines
the behavior of the model. Two-dimensional plots are
given in Figs. 3.3 and 3.4. Furthermore, the active
conformations of the receptive unit may vary between
the three types (cf Section 12.3.1).

Here we could supply the model with isobolographs
in the form of contour plots based on 3-D plotting, but
in reality this is only relevant on models for two drugs
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and a receptor that allows both inclusive and co-lateral
interactions, as described in Section 12.3.2. Hence, since
isobolograms are not relevant for auto-intervention, they
are not developed further.

12.4. Mechanistic Synergy at the Receptor
Level. 3. The Operational Model

12.4.0. Black and Leff’s Operational Model

The formulation of a simple so-called operational model
was described by Black and Leff (1983), known as simple
Black & Leff (sB&L). The sB&L model is identical to the
formulation of the pre-allosteric model by Del Castillo
and Katz (dC&K) (Del Castillo & Katz 1957) (see
Sections 1.3.4 and 1.3.5).

While the dC&K model is straightforward mechan-
istic, the sB&L is based on the idea of embedded steps of
the load function. Thus, a stimulus is based on load-
dependent occupation and an ensuing response is based
on this load-dependent stimulus. Nevertheless, the
resultant formulation of the sB&L model is identical
to the dC&K model, in which the isomerization constant
L’ is now the same as the transducer ratio t�Rmax/KE

of the sB&L model (Table 1.2).

The operational model is also described in more
detail in Chapter 5.10.

12.4.1. Towards a Mechanistic-based Analysis

In order to describe synergy in a mechanistic context,
Jonker et al. (2005) returned to so-called operational
models by Black & Leff (1983: B&L models) and
combined their sB&L model with the intervention
model for two interacting drugs, thus including a ‘co-
operativity factor’ g; the same parameter as system
constant c described in Chapter 2.5 and Section 12.3.1.

Jonker et al. (2005) further implemented the classical
non-mechanistic Hillian exponentiation onto their for-
mulations as reintroduced by others (Chou & Talalay
1981; Leff et al. 1990; van der Graaf & Danhof 1997; van
der Graaf & Stam 1999), thus actually departing from a
mechanistic-based analysis. Moreover, Jonker et al.
(2005) expressed the stimulus terms for two drugs, SA

and SB, with a so-called pre-amplification term given as
SA,B�SA(1�dSB), where SA,B is the stimulus of the two
drugs combined, and d is defined as the ‘degree of
response modulation’. Such linear additivity of stimuli
resembles a model suggested by MacKay (1981). The
tenets of this kind of thinking on the interaction
involved in two-ligand applications, unfortunately, again

Table 12.4. Parameter-dependent behavior of three types of the four-pane one-state model (FP-OSM) with fixed-dose of
interventor [I]

Type of FP-OSM

Parameter increase*

(Fig. 12)#

Bell broadens (B) or

narrows (N)

Dose�response curve

or ‘peak’

Dose�response curve or

‘peak’ move

RS�IRS are functional bell-shaped

(see Fig. 12.20 for explanation)

Aii 20 N0B Increase Right

Ass N0B Increase Left

Ais N0B Decrease Left

Asi N0B Decrease Right

Only RS is functional bell-shaped

(see Fig. 12.21 for explanation)

Aii 21 B Decrease Right

Ass N0B Increase Left

Ais N0B Decrease Left

Asi B Decrease Right

Rmax Hill coefficient

RS�SRS are functional, reach

max 100% (see Fig. 12.22 for

explanation)**

Aii 22 100% 1.00:1.101.0 Right

Ass 23 100% 1.00:1.120
:0.97

Left

Ais 100% :0.9501.101.0 Left

Asi 100% 1.00:1.101.0 Right

The value of [I] was fixed at 10, while varying the value of ligand [S] from 10�5 to 105. Parameters as in Fig. 2.4. To simplify, it is assumed that parameter Ass, Ais
ss, and

Aii
ss are equal, while Asi is also equal to Ais

si and Aii
si. Parameters are thus independent of what is bound to the opposite binding sites.

*The actual parameter was changed in five steps from 10�4 to 104, by a factor 102 per step, while the other parameters were kept at 1 and Aii at 10. Thus, for instance,
when Aii varied the values were 10�3, 10�1, 101, 103, and 105.
**When the value of Aii was fixed at 1, there was an intermediate dose-response plateau for Ass�104 as shown in Fig. 12.23, a plateau for Ais at 10�4 (not shown),
and no plateau for Asi between 10�4 to 104 (not shown).
Ignoring log�log graphing, none of the generated contour plots in Figs. 12.20�12.23 of the FP-OSM resemble Loewe’s linear�linear isoboles in Fig. 12.2.
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brings us back to ideas of intrinsic activity in mono-
ligand analysis by Ariëns (1954), which was left many
years ago in favor of Stephenson’s approach for stimuli
(Sections 1.3.2 and 1.3.3). In addition, the Stephenson
approach and its results are either the dC&K model or
the sB&L operational model (see Sections 5.6.2 and
5.6.3), both characterized by explicitly including a new
conformation in formulating distribution equations for
the models. That is, an implementation of mechanics.

What is the solution? An obvious alternative to synergy
modeling initiated by Chou and Talalay (1977, 1981,
1984), including the use of Hillian exponentiation, is
the genuine ATSM by Hall (2000). Hall’s model
describes in translucent mechanistic terms the synergy
of two interacting drugs. Therefore, I shall continue
with an analysis of synergy based on the Hall model.

12.5. Mechanistic Synergy at the Receptor
Level. 4. The ATSM

We now move to models with the un-liganded and
liganded receptors both appearing in two conforma-
tions, two-states, participating in the response, and
formulated in equations for the reaction schemes. The
two-state models were developed in Chapters 5 and 7.

12.5.1. Synergy with the ATSM

The ATSM is the simplest model for two interacting drugs,
including genuine allostery with two-states for un-
liganded receptor complexes, but excluding possible co-
lateral binding. It involves a maximum of seven system
constants. As in the intervention model, the ‘co-operative
factor’ c in the ATSM deals with interaction between the
two drugs-receptor conformations, and further a new
interaction efficacy constant d emerges. The ATSM was
developed and analyzed in Chapter 7. Therefore, in the
present chapter we merely have to look at contour plots of
the ATSM for a comparison with the synergy modeling for
the intervention model presented in Sub-chapter 12.3.

In comparing cases with due alteration to the details,
van Rijn and Willems-van Bree (2004) have studied
three interacting ligands in a one-state hyper-cube
model (Fig. 7.5B).

12.5.2. Contour Plots of the ATSM Without
Co-lateral Binding

Three-dimensional plots of occupancy in the ATSM have
been developed and characterized in Chapter 7 for
varying values of each single parameter, i.e. a, b, c, d,
As, Am, L (see Figs. 7.7�7.8 and 7.15�7.20). Thus, it is a
simple procedure to obtain isobolograms for the ATSM
as its seven parameters vary. It only requires construction
of contour plots as the value of these parameters varies

one by one. To obtain these contour plots, isobolograms,
merely requires one touch on a button of the keyboard
of a personal computer equipped with the right software
for a 3-D plot. Three-dimensional plots in Chapter 7 only
require a single stroke of a key to become a contour plot
instead. With a 3-D program for ATSM ready,3 the
preparation consists of simple adjustments for parameter
values in the software program. The question is: what
does the contour plots for such-and-such a response
surface modeling (3-D plot) and such-and-such a para-
meter value look like? Some results of such a study are
presented in Table 12.5 and Figs. 12.24 � 12.27.

As with the conclusions drawn for the intervention
model described in Sub-chapter 12.2, it is clear that the
original definition of what ‘synergy’ and ‘ant-agonism’ as
presented in Section 12.1.6 should mean is, to put it
mildly, obsolete when simple drug competition is ex-
cluded.

For the future in combinatorial drug therapy, it is
recommended to analyze for the single most likely
model involved and study what its contour plots have
to say about synergy, additivism and ant-agonism.

What is more, the terms ‘synergy’ and ‘ant-agonism’
may have to be replaced by terms as positive and negative
‘intervention’ or positive and negative ‘modulation’.

12.5.3. Contour Plots of the ATSM with
Co-lateral Binding

Contour plots of the ATSM with co-lateral binding are
covered by the FP-TSM model shown in Figs. 5.9 and
15.2. The FP-TSM seems to be the reaction scheme at the
most basic level involving co-lateral binding and interac-
tions of intervention � auto-intervention as well as
allostery with modulation and/or co-operativity. There-
fore, the future for mechanistic-based synergy analysis
should start with the FP-TSM. This model has yet to be
developed to completion. However, recognizing its
immense importance, a full analysis of the FP-TSM,

Table 12.5. Four parameters varied for the functional type
allosteric two-state model (ATSM)

Type of

reaction

scheme

Vary

con-

stant

Presented as

A/C) isobologram

B/D) 3-dimension

in Fig. 12#

Resembles Loewe’s

isobologram when

in linear�linear con-

tour graphs

b 24 No*

c 25 No*

d 26 No*

L 27 No*

*For restricted parameter values, yes.
Note that related contour plots in Figs. 12.24�12.27 are log�log graphs.

3 Subroutine #6 at http://www.synagics.ku.dk contains such a
program for SigmaPlot.
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covering mechanistic synergy, is expected within less
than a decade.

For the clinics, development of the FP-TSM will
improve our understanding of medication by allosteric
measures and in avoiding adverse effects. For individual
therapy of patients, besides pharmaco-genetics, analysis
with use of the OFCOR principle may also be helpful in
avoiding adverse effects (Bindslev 2004).4

12.5.4. Synergy, Allosteric Therapy, Fixed-dose,
and the OFCOR Principle

In combinatorial drug therapy, there is a connection
between the phenomena covering synergy, allosteric
drug modulation, a fixed-dose regime, and the OFCOR

principle. However, thus far the terms have merely been
used at separate levels of understanding. Therefore,
what are their connections?

The OFCOR principle and ASTM are described in
Chapter 7, and related to the application of two com-
pounds interacting at the same or nearby receptors
including co-lateral binding. With a mixture of two drugs
at a fixed ratio of concentration between the two, it is
possible to avoid adverse effects that would appear at a
much lower concentration level of one of the drugs. This
is part of the OFCOR principle. An explanation for this
phenomenon is given in Chapter 7, and is based on a
combination of the ATSM, and the homotropic two-state
model (HOTSM). In fixed-dose medication to patients,
the idea is again to avoid adverse effects, although the
explanation for the obtained results is less clear than for
the OFCOR. Still, it is possible that the OFCOR principle
and the advantages of a fixed-dose ratio medication play
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Figure 12.24. Examples of isobolograms for the functional form of the allosteric two-state model (ATSM) varying parameter b. In
A and B, b�100; in C and D, b�0.1. Other parameters as in Fig. 7.10.
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on the same mechanisms and possibly can be optimized
for each individual profile (Winding & Bindslev 1993;
Bindslev 2004). A prescription we could call the ‘dividual-
drug-designer coctail’.

Overall, concepts of synergy, ATSM, and OFCOR in
combinatorial medication with two substances and in a
two-state model may be linked through the interactions
in the FP-TSM at the receptor level.

An analysis of OFCOR in the FP-OSM was performed
by Winding and Bindslev (1993) (Fig. 7.30) and may be
compared with plots in Fig. 12.20.

A summary of two-ligand and one- or two-state models
at the receptor level that should be implemented for
synergy analysis is incorporated in Table 12.2.

12.5.5. Contour Plots of the HOTSM

Contour plots of the HOTSM are not applicable, since
the contour plots, isobolograms, require involvement of
two different and independent ligands.

12.5.6. A Discussion of Linear�linear versus
Log�log Contour Plots

Graphing contour plots in log� log format is just an
expansion of Loewe’s isobolograms, thus, covering a
larger range of ligand concentrations, but the log� log
contour plots can, in principle, be compared with
linear� linear isoboles (Figs. 12.2, 12.4�12.19).

12.6. Recent Developments for
Isobolographic Analysis

12.6.1. Synergy Goes Non-mechanistic

In the field of combinatorial drug therapy, there is a
consensus to down-play mechanistic models in the
analysis of possible synergy, and rather relate to Loewe’s
equation (Eq. 12.2), and other pure mathematical
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Figure 12.25. Examples of isobolograms for the functional form of the allosteric two-state model (ATSM) varying parameter c. In
A and B, c�100; in C and D, c�0.01. Other parameters as in Fig. 7.11.
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adaptations (Berenbaum 1989; Greco et al. 1995;
Tallarida 2000). This is understandable in the light of
the complexities of the studied systems. However,
vigilance must be maintained in attempts to make
mechanistic inferences about possible synergy, see Sub-
chapter 12.7.

12.6.2. Synergy in 3-D

Plotting the effect of two independent drugs in combi-
natorial therapy results in so-called ‘additive response
surface’ representations. Evaluation of these response
surfaces for synergy analysis has focused on the response
of combining two drugs and its conversion from a
representation in 3-D to a 2-D contour plot (Tallarida
et al. 1999c, Tallarida 2000, Chapter 10); similar to the
method described in Section 12.5.2, but now with the
mathematical ideas from competitive additivity as refer-
ence. The analysis has a so-called Interaction Index as a
measure of deviation from additivity (see Section

12.1.6). This type of analysis adds nothing to the analysis
already described in Section 12.5.2, except for a
comparison between theory in 3-D with isobolograms
and actual experimental data in isobolographic plots
(Tallarida et al. 1999c, Tallarida 2001, 2002).

12.6.3. Actual Software for Synergy

A Windows† program based on the multi-drug formula-
tions by Chou and Talalay is commercially available under
the name ‘Calcusyn’† from Biosoft† (http://www.bio-
soft.com/biosoft (Chou & Hayball 1996; Chou & Martin
2005)). Its latest version can handle up to six interacting
drugs, and the program provides a ‘Combination Index’
based on plots of median-effects. That is, an evaluation of
a possible degree of interaction (Chou & Talalay 1984). A
Google† search of the web for ‘calcusyn’ resulted in over
7500 hits (December 2007; Medline December 2007�27
hits). It should be realized that some of Calcusyn’s
algorithms are based on the Hillian paradigm. The CI
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Figure 12.26. Examples of isobolograms for the functional form of the allosteric two-state model (ATSM) varying parameter b. In
A and B, d�100; in C and D, d�0.01. Other parameters as in Fig. 7.12.
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and Interaction Index remain popular measures of
synergy, while new approaches are also requested (Lee
et al. 2007; Reynolds et al. 2007).

Some authors prefer other means of characterizing
drug interactions (Poch et al. 1990a,b,c, 1999; Snyder
et al. 2000; Dawson et al. 2002). As an example, inspired
by Greco et al. (1995), Snyder et al. (2000) employed a
triple compound non-competitive interaction model
based on earlier formulations by Chou and Talalay
(1981) and used the ADAPT II† software for parameter res-
olution (http://bmsr.usc.edu/Software/Adapt/usergde.
html). However, once again, an expanded ATSM is
probably a better model for triple compound analysis.

12.6.4. Synergy in Partial Agonism with
Co-operativity

Grabowsky and Tallarida recently introduced a formula-
tion for isobolograms adjusted to comparing combina-
torial effects of full and partial agonists (Grabowsky &
Tallarida 2004; Tallarida 2007). Since the used drugs by

themselves further displayed deviations from the simple
load function, the authors introduced a mathematical
adjustment in the form of the Hill potentiation. Their
isobolographic analysis was carried out on a hypother-
mic response elicited by a selective cannaboid agonist,
WIN 55212-2, in combination with an NMDA ant-
agonist, dextromethophan (Grabowsky & Tallarida
2004). This novel type of isobolographic analysis with
mathematical correction for partial agonism and co-
operativity has now also been applied with successful
fitting of theory to experimental isobolographic data for
combinations of inhibitors of vascular smooth muscle
cell proliferation (Parry et al. 2006) and hypertension
(Rawls et al. 2006).

I am aware that for the moment no other general
theory is obvious to judge synergy or infra-additivity in
these complex experimental models, therefore, as a
measure of synergy, the CI and the Interaction Index
are as good as anything else. My sole objection is on
theoretical grounds, since the employed measures
follow in the non-mechanistic footsteps of Ariens’s
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Figure 12.27. Examples of isobolograms for the functional form of the allosteric two-state model (ATSM) varying parameter b. In
A and B, L�1/100; in C and D, L�1/3. Other parameters as in Fig. 7.13.
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intrinsic activity and Hill’s exponentiation, and this
seems to be a trend in the synergy field (Jonker et al.
2005, 2007; Chou 2006; Lee et al. 2007; Tallarida 2007;
Brun et al. 2007). My question is, is it not time for novel
approaches?

12.7. Conclusions on the Analysis
of Synergy Analysis

12.7.1. Conclusions by Berenbaum

Berenbaum’s main recommendation for analysis of
possible synergy in combinatorial drug therapy is to
use non-mechanistic mathematical models, since me-
chanistic interpretations will be spurious anyway for
complex systems as the entire body (Berenbaum 1989).
His conclusion must be refuted. I suggest that you
should try and try again to obtain a reasonable mechan-
istic model.

12.7.2. Conclusions by Greco et al.

Until new initiatives are taken, conclusions by Greco
et al. (1995) might suffice. Thus, a roundup of their
efforts of thoughtful and clever insight can be listed as:

a. only use the general combined-action mathema-
tical models in assessment of complex systems if
mechanistic models do not exist;

b. the degree of departure from ‘no interaction’ is a
quantitative measure of the ignorance of the
investigator;

c. for an initial step of analysis use Loewe’s additiv-
ity, Bliss’s independence, or their own derived
response surface interaction models;

d. while a later step of useful interaction assessment
may, through mechanistic arguments, involve
application of Loewe’s synergy, additivity, ant-
agonism, or coalism (Loewe & Muischnek 1926;
Loewe 1938) and Bliss’s synergy, independence,
or ant-agonism.

Finally, since it is seldom that we will have a mechanistic
understanding for responses in whole bodies and there-
fore a mechanistic reaction scheme of our system

e. the alternative use of a general combinatorial-
action analysis may:
1. summarize a large amount of data with joint

concentration-effect surface relying on rela-
tively few parameters;

2. facilitate good predictions of joint effects in
regions with no data;

3. possibly find and characterize agent combina-
tions with intense synergy or ant-agonism; and

4. provide a lead to mechanistic explanations of
joint action.

12.7.3. Conclusions on New Ways to Go

If, on completion of Chapter 12, the reader has the
feeling that its content encourages a new kind of
approach for analyses in synergy, an alternative from
the present non-mechanistic type, the reader is not
completely wrong. The chapter is an invitation to start
synergy analysis right from the beginning with mechan-
istic models, such as the ATSM, and then continue by
combining it with the HOTSM, into the FP-TSM. For
instance, in comparison with all the models summarized
above (Greco et al. 1995). The ATSM, HOTSM, and FP-
TSM as a novelty include spontaneous activity combined
with non-static binding constants of which c is the same
as in the intervention model where its parameter c can
differ from unity. Implementing these two-state models
will keep a mechanistic framework alive for the analysis
of synergy in combinatorial drug therapy.
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IVPART

BIOLOGICAL REGULATION
AND ALLOSTERY

As a start-up, for the last three chapters with a discussion
of biological regulation and allostery in more detail,
here I present molecular and dynamic forces operating
at equilibrium and at steady-state in a nano-world. At a
nano-scale, things are not static. This is also illustrated
by observing the physics of the cell wall.

IV.1. Flicks and Forces at a Nano-scale

Before descriptions of general regulatory means, as
exemplified in Chapter 13, allow me to remind you of
the flicks and forces operating for molecules at or below
a nano-dimension. Recognize that movement of mole-
cules, also when operating at equilibrium, are not static
from an angstrom-nano scale perspective, that is a scale
of 10�9�10�10 m. Even at equilibrium, molecules flicker
forth and back at high speed typically governed by non-
covalent forces such as dipole moment (van der Waal
force), ionic interaction (Coulombic force), hydrogen
bonding (Pauling force), hydrophobic effects, and
‘exchange repulsion’ (Davies 2006b). The physics of
the nano-world differs from our mechanistic reality.
Thus, the tools in nano-technology are specialized
equipment using techniques such as tunnel-scanning
microscopy (TSM) and atomic-force microscopy (AFM)
(Di Ventra et al. 2004; Dupres et al. 2007). Similarly,
resolution by X-ray crystallography operates at this level.
Nevertheless, observe that all three techniques yield
static pictures of a flickering world, whereas techniques
such as dual polarization interferometry, fluorescence
resonance energy transfer (FRET) (Granier et al. 2007),
flash-flow laser-beam exposure and recording, together
with high-field electron paramagnetic resonance spec-
troscopy studies (Budamagunta et al. 2007) can give us
genuine dynamic nano-images.

IV.2. The Cell Wall

Structures like the cell membrane are held together by
the above-mentioned non-covalent forces. They render
the resting membrane extremely elastic and fluidly
flexible. We can illustrate this by comparing the thick-
ness of the cell membrane of an epithelial columnar cell
with the walls of the Leaning Tower of Pisa (Fig. IV.1).
Moreover, at an angstrom-nano-scale with dynamics in
and around the cell membrane, equilibrium still permits
molecules to jump on and off the membrane at a
flickering rate faster than 1010 Hz. Therefore, at ordin-
ary membrane potentials, ion channels inserted in a cell
membrane can move up to 108 molecules per second
across the wall, and that in a selective fashion!

IV.3. Equilibrium is Not ‘Static’. Synagics
Versus Statics

A note on terminology. According to Lotka (1956, p. 53)
equilibrium is ‘Statics’. However, since movement at a
molecular scale, even at equilibrium, is a very fast and
dynamic process brought about by Brownian move-
ments, I prefer the term ‘synagics’ for descriptions
of dose-responses at either equilibrium or steady-state
(see also sub-chapter I.3 of Part I for the term
‘synagics’).

IV.4. Last Three Chapters

Chapter 13 is on aspects of bio-regulation. Themes are
on networks introduced in sub-chapter 13.2, on time-
dependent signaling by morphogens outlined in
sub-chapter 13.3, and on evolution-development. In
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evo-devo, ‘evolvability’ is a regulatory term for the
general capacity to adapt. I shall return to this and
other aspects of evolution in sub-chapter 13.4. One brief
survey on the present state of control theory with
allosteric modulation and covalent modification is
presented in sub-chapter 13.5.

In the next two chapters on synagics, chapters 14 and
15, we will concentrate on the so-called ‘allosteric
model’ for biological co-operativity and modulation.

Chapter 14 focuses on definitions of the dose-
response concepts ‘allostery’ and ‘co-operativity’. In
sub-chapter 14.1, we commence with some historic
accounts of the two terms. Then in sub-chapter 14.2, I
impart strict definitions of the concepts ‘allostery’ and
‘co-operativity’ as they relate to modeling in synagic
relations. The strict definitions of allostery and coopera-
tivity are again contrasted with the looser use of the
terms in studies where the model description is
phenomenological rather than physical (sub-chapter
14.3). In sub-chapter 14.4, the meaning of the concept
‘allostery’ is further illuminated by relating it to the

following subjects: (1) multi-meric effectors, (2) mono-
meric effectors, (3) down-stream measures in signaling
pathways, (4) multi-ligand cotransporters, (5) monoli-
gand studies with reverse bell-shaped synagics, (6)
‘functional selectivity’ or so-called ligand-dependent
differentiated functionality (Berg et al. 2008) and finally
(7) to an intrasteric functional control. It is indicative
and of note that in two modern and excellent texts on
biochemistry, covering enzyme action, it is hard to find a
useful survey on meanings and models of allostery
except for a repetitious repeat of the Monod-Wyman-
Changeux equations for occupancy and function from
1965 (Monod et al. 1965; Berg et al. 2002, 2006; Nelson
& Cox 2005).

Chapter 15 is rather difficult to understand. However,
if you are able to extract the essentials with a clear sense
of ‘what should be done for model-building in the
future’, you are well off.

Chapter 15 begins with a brief account of the origin of
the allosteric model and its development by Monod-
Wyman-Changeux, the MWC model. In sub-chapter
15.3, I go through the classic description of the MWC
model in a homotropic setting with a single type of
ligand. In Sections 15.3.4�15.3.6, as a novelty, I demon-
strate how the functional aspect of the MWC model has
been diverted in a spurious direction by the original
MWC paper, and instead I offer an operative formula-
tion for the functional aspect of the MWC model; a
formulation which should be followed in order to
handle catalytic activity in enzymes and molecular
movement by co-transporters in the spirit of a genuine
allosteric model. Hopefully, Sections 15.3.4�15.3.6 will
perplex the reader � followed by enlightenment. At the
outset, heterotropy is briefly introduced by Eq. 15c in
Section 15.3.4. The MWC model in a heterotropic
setting with at least two different types of ligands is
dealt with in sub-chapter 15.4. This is followed in sub-
chapter 15.5 by a short account on the term ‘desensitiza-
tion’ as used by two schools. Sub-chapter 15.6 presents a
short discussion of other allosteric models such as the
Koshland et al. reaction schemes, KNF models, in line
with the Hill-Adair-Pauling tradition of varying interac-
tions between subunits interactions. Although these
schemes are less restrictive and more comprehensive
than the MWC model, working with them is more
difficult. In sub-chapter 15.8, amongst other model
expansions, I present a Pascal extension of the modified
Hill equation, offer a comparison between the MWC
model and the Katz and Thesleff two-state model, and
further specify what differentiates the MWC model from
other models. I conclude with a section on how to
model in the future. Sub-chapter 15.9 is a brief summary
on which theoretical tools to choose in order to evaluate
experimental equilibrium effects.

Figure IV.1. Cell wall thickness. (A) The leaning tower of Pisa
is 56 m high and its wall thickness is between 2.5 and 4 m. (B)
A columnar epithelial cell from the small intestine is some
28 mm tall and its cell wall thickness is 4 nm. When we multiply
the cell values with 2�106, the epithelial cell becomes the
height of Pisa’ leaning tower, whilst the wall thickness for this
giant cell remains at B1 cm,�0.8 cm. Clearly it is another
combination of forces than in ordinary mortar which keeps
bricks together in the cell wall and makes it flexible and elastic.
Figures and composition kindly provided by Dr. Steen Seier
Poulsen, BMI, University of Copenhagen.
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13CHAPTER

Strategies of Biological
Regulation

13.1. Allostery in Perspective

13.1.1. Networks, Morphogens, and Evolution

In advance of discussing issues and models on regula-
tion at the receptor level, focusing on allostery, I will
briefly present three aspects related to process control,1

in order to put allosteric regulation in perspective. The
three aspects are (i) network control, (ii) morphogen
signaling with pattern formation, and (iii) evolution of
bio-logical regulation. All three aspects operate within
cells, at cells, between cells, and beyond � that is, at and
above the receptor level.

13.1.2. Process Control

For process control, I shall adhere to the traditional
physiological interpretation of information processing
of, for instance, input-output-feedback without contin-
gent codes and meaning.

Conversely, in the semiotic sign-theory, an interpreta-
tion is needed for the information processing with codes
and a kind of meaning as ‘survival of the fittest’.
Presumably, sporadic and simple biosemiotics (Barbieri
2007; Hoffmeyer 2008 (in Danish 2005)) appeared early
on in the organic realm followed by the codon of
transfer-RNA and methylation of DNA with histone
modifications for epigenetic regulation of cell differ-
entiation. Later on, slowly transmuting into the outmost
abstraction of reflection and self-reflection in and on
human language/psyche and inter-subjectivity of souls
(Lacan 1969; Deacon 1997; Jablonka & Lamb 2005).2

13.1.3. The Rate-limiting Step

In reality, for metabolic control and signal transduction
in networks it is not enough to gaze at a few or a single
step, ‘the rate-limiting step’. As advocated by Fell (1997,
Chapter 5), in regulation and control of metabolism,
the whole network of involved elements and events must
be taken into consideration (Cornish-Bowden et al.
2007; Henry et al. 2007); even though many triggered
responses including steps in the bio-synthetic process
(Cornish-Bowden 2004a,b) may still be viewed through a
looking-glass, narrowing in at a rate-limiting process
with a the ‘committed step’ (Straub & Sharp 2004;
Johnson et al. 2005; Levin 2006; Harris 2006a, p. 404).

On the level of organic auto-regulation or self-reflec-
tion, consider the proof-reading, maintenance, and
repair of DNA by proteins encoded by DNA.

13.2. Principles of Strategy. Networks and
Systems Biology

13.2.1. Network Motifs

Interdependence takes place at many levels and has many
forms and patterns in the living world. The allosteric two-
state model (ATSM), a synagic scheme presented in
Chapter 7, is just one such connective network on a small
scale. The ATSM may be taken for more general descrip-
tions of regulatory and complex networks, built on simple
nodes and edges (Milo et al. 2002, 2004; Kashtan et al.
2004; Kasthan & Alon 2005; Zhang et al. 2005), with for
instance a total of six quads fully connected (see
Table 13.1 and Fig. 13.1). In such networks, one can
find motifs. Identified motifs are (a) three-node motifs
such as chains, feed-forward, feedback, feedback with
mutual dyads, uplinked mutual dyads, including fully
connected triads, and (b) four-node motifs as the

1 See David Fell (1997, Chapter 1) for a definition of the terms
‘control’ and ‘regulation’ in biological and metabolic control theory.
2 Consiousness in humans is best explained by the limits of our
language � a Gödelian loop.
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bi-fan, bi-parallel, and feedback loops (Table 13.1)
(Milo et al. 2002). Network motifs are recurring signifi-
cant patterns of interconnections and may be found in
fields as disparate as regulated gene networks, transcrip-
tional expression, social nets, economic evaluation,

ecological analysis, neuronal interconnectivity, electro-
nic circuits, world wide web linking, food supply
webs (Dobrin et al. 2004; Milo et al. 2002, 2004)
and also in simple networks of chemical processes
described by enzymologists with their generalized grids

Table 13.1. Examples of network motifs and node subgraphs*

Three-node (triad with a total of 13 subgraphs) Four-node (quad with a total of 6 subgraphs)

Three chain Four chain

Fan Bi-fan

Feedforward loop Bi-parallel

Feedback loop Feedback loop

Uplinked mutual dyad Uplinked with two mutual dyads

Feedback loop w/two mutual dyads Feedback loop with two mutual dyads

Fully connected Fully connected**

*Freely after Milo et al. (2002).
**The ternary-complex model in chapter 2 and the cyclic two-state model in chapter 5 are examples of a fully connected triad and a dyad.
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Figure 13.1. Examples of simple network modules with nodes and edges. On the right, the six fully connected quads comprise a
cubic reaction scheme resembling the allosteric two-state model (ATSM), the homotropic two-state model (HOTSM), or the cubic
ternary complex model (CTCM), described in Chapter 7.
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for regulated catalysis. Descriptions with nodes and edges
for enzyme catalysis appeared early. Compare motifs in
Table 13.1 with the King and Altman (1956), Cleland
(1956) and Cha (1968) schematic description of enzy-
matic reaction patterns (Volkenstein & Goldstein 1966).
In other fields, models for the behavior of simple
networks started with the description by Kauffman
(1969) of genetic stability, and the simultaneously devel-
oped ‘Game of Life’ by John Horton Conway (Gardner
1970).

The general applicability of the motifs approach has
been questioned (Artzy-Randrup et al. 2004), however,
to mention a few examples from cellular signal trans-
duction and stem cell self-renewal and commitment, the
network approach is now exploding for explications of
among others the activity of mitogen activating protein
kinases (MAPKs) (Kholendenko et al. 2006; Santos et al.
2007), new network levels of regulation (Ciesla 2006;
Meshi et al. 2007), and the transcriptional regulation of
embryonic stem cells (Walker et al. 2007).

13.2.2. Network Quantification

Formulated quantization in space and time of the
different pathways in a soup of mutual dominance-
subordinance for the overall process is still sparse and
trailing behind popular flow diagrams and high
throughput screens on micro-array chips for identifying
new gene products and their functional synergistic
interactions � the products structure-activity relation-
ship (PSAR). Gene expressions may be analyzed by
consensus clustering of microarray data (Swift et al.
2004), and furthermore, gene function and their PSAR
are examined by the Gene Ontology Toolbox (Martin
et al. 2004).

Suggestive arrow-schemes of networks without quanti-
zation are ubiquitous (e.g., see Figs. 13.2 and 13.3). Of
course, arrow diagrams are useful (Meir et al. 2002;
Hornberg et al. 2006; Kohn et al. 2006) and when
realized even useful with misleading interfaces (von
Dassow & Odell 2002).

However, it is the quantization of the depicted arrows
and their interaction that is falling behind and despe-
rately needed; the answer is Systems Biology.

13.2.3. Examples of Systems Biology

Indeed, initiatives to describe network control quantita-
tively are increasing, notably with an example as the
study of the whole cell metabolism by Tomita and co-
workers (Tomita et al. 1997). Keranen (2004), in
another example of quantization, has demonstrated
that stable patterns depend on the distribution of
regulatory interactions as well as on negative interac-
tions. Early on, Tyson and Mackey (2001) introduced

a whole issue of the journal Chaos with non-linear
modeling as a tool for quantifying complex reaction
schemes for newcomers. In addition to the already
quoted references, other examples may be found in
papers by Reid and Bourke (2003a,b), Ciliberto et al.
(2003), Salvador and Savageau (2003), Zhigulin (2004),
Roberts and Stone (2004), Yu and Bernadino (2004),
and in recent reviews by Tan et al. (2008) and Komili
and Silver (2008).

This entire subject is now collected under the novel
field term ‘Systems Biology’.3 Part of this field consists of
studies in genome-networks controlling biochemical
reactions that take place inside cells. Thus, Systems
Biology is assigning numbers on the arrows of network
diagrams for biological processes, integrating them and
evaluating the outcome of the integration. Systems
Biology is integrative biology (physiology) with a new
kick-start due to the functional genomics of the 1990s
and additional advances in high-throughput studies and
repositories of bioinformatics (Alon 2006; Palsson 2006;
Konopka 2007). Nevertheless, modeling processes of
integrative biology and its quantitation have been
around for much longer (e.g., Kauffman 1969; Kacser
& Burns 1973).

Nonetheless, Systems Biology seems to have replaced
the hype about molecular biology in the 1980s and
1990s. Hits on ‘Systems Biology’ in PubMed were 1203
in early January 2007 of which 1200 appeared by the year
2001 or later, and over 2000 in early January 2008.
Table 13.2 lists examples of fields covered by Systems
Biology.

13.2.4. Brief Statements on Bioinformatics,
Networks, and Systems Biology

Bioinformatics is the acquiring and organizing of
information about genes, proteins, and their regulatory
components such as transcription factors by high-
throughput screens of genomes and proteomes, and
placing the results in data-repositories for easy access.

Biological networks are generated based on information
obtained from experimentation including micro-array
screens of functionality links in genome, transcriptome,
proteome, metabolome and other interactomes, such as
signal transduction in regulatory systems (e.g., Clemens et
al. 2000; Friedman & Perrimon 2006, 2007); the latter
we may call the ‘signalome’ by a generalizing term (see
also arrowomics, nodomics, and wiromics in Table 13.2).

3 Definition from Wikipedia: ‘the defining feature of Systems Biology
is the ability to obtain, integrate and analyze complex data from
multiple experimental sources using interdisciplinary tools’. In
addition, I would like to add: ‘and with quantification of arrows in
network diagrams’.
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Additionally, ‘connectomics’ is a coming term covering
wiring in the nerve system (http://biblion.epfl.ch/EPFL/
theses/2005/3230/EPFL_TH3230.pdf).

Systems Biology uses bioinformatics from established
and anticipated network diagrams. Systems Biology is
just a modeling of these networks and attempts to

quantify the connecting arrows of the diagrams by
applying pertinent and optimized network rules (Kho-
lodenko 2007). The links or arrows of the network
diagrams are also their parameters. Systems Biology is
thus a general term for approaches to estimate para-
meters of interaction in biology.

Figure 13.2. Arrow diagram of the integrin signaling pathway from K.H. Martin, J.K. Slack, S.A. Boerner, C.C. Martin,
J.T. Parsons. Integrin Signaling Pathway Sci. Signal. (Connections Map in the Database of Cell Signaling as seen 29 February
2008). http://stke.sciencemag.org/cgi/cm/stlecm/CMP_6880, with permission.
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Figure 13.3. Node and edge diagram of flavonoid biosynthesis in Arthrobacter aurescens. Map 00941 from the KEGG database
(reproduced from http://www.genome.jp/kegg/xml/map/index2.html) with permission.

Table 13.2. ‘-Omics’. Bio-fields covered by Systems Biology’

The ‘-omics’ Field of interest Society Reference examples

Arrowomics* Networks in general � Mak et al. (2007)

Babelomics Suit of web tools Al-Shahrour et al. (2006)

Biomics Many omics Romero et al. (2006)

Blobomics Omics in general Colquhoun (2005)

Cytomics Cytometry Herrera et al. (2007)

Genomics DNA sequences Jurka et al. (2007)

Glycomics Glucose metabolism Pilobello & Mahal (2007)

Histocytomics Histo-cyto-chemistry Coulton (2004)

Interactomics Interaction studies in general, e.g., networks of

protein or signaling**

Cesareni et al. (2005); Yip et al. (2006)

Kinomomics Kinome STKE/Science Ray & Gough (2002)

Metabolomics Metabolism Boston 2006 Goodacre (2005)

Metabonomics Small molecules drug discovery Robertson et al. (2007)

Nodomics* Networks in general � �
Pharmaco-genomics Drug development for individuals Pharmacogenomics

Focus and Network

Giacomini et al. (2007)

Pharmacomics ‘Analytical pharmacology’ Urban et al. (2006)

Phosphoproteomics Paradela & Albar (2008)

Proteomics Protein sequences and more Ahn et al. (2007)

STYK-omics** Signal transduction knowledge environment STKE/science STYKs Ray & Gough (2002); Adler et al. (2007)

Traitomics Ancestry-info markers (in human development) Mao et al. (2007)

Transcriptomics RNA expression levels Carter (2006); Tuggle et al. (2007); Heidecker &

Hare (2007)

Wiromics* Networks in general � �

’See also Petsko (2007).
*These network -omics are what Systems Biology is all about (Sections 13.2.3�13.2.4).
**The interactome of signaling is often referred to as the ‘signalome’ or for regulated phosphorylation by kinases at serine, threonine, or tyrosine it is the ‘STYKome’.
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13.3. Short-term Strategy. Pattern
Formation

13.3.1. Morphogen Signaling and Pattern
Formation

The second issue is morphogen signaling with pattern
formation. Morphogens are signaling molecules released
during differentiation and development. Morphogens
control the shape of organs and whole organisms in
embryogenesis and ontogenesis. An example is the
construction of the colon epithelium (van de Wetering
et al. 2002; Battle et al. 2002; Laprise et al. 2004; van den
Brink & Offerhaus 2007). The morphogen molecules are
produced in and released from restricted regions of
tissue and move away to form a long-range concentration
gradient. Differentiation of cells, induced by morpho-
gens, operates by timing, tuning, and turning on-’n-off
the nodes in transcriptional networks; networks depen-
dent on the spatial arrangement of cells in the extra-
cellular morphogen concentration gradient (Teleman
et al. 2001; Rogulja & Irvine 2005).

13.3.2. Production, Release, and Movement of
Morphogens

The production, release, and travel of morphogens are
not only due to simple processes such as constitutive
secretion and diffusion. The synthesis and release of
these signaling molecules are well-orchestrated, and
their concentration is controlled both in time and
space. For instance, the release of membrane bound
morphogens is dependent on specialized exocytotic
mechanisms (Burke et al. 1999; Lewis et al. 2001;
Wang et al. 2007). In addition to diffusion, the move-
ment of morphogen molecules takes place by several
other mechanisms such as transcytosis (Entchev et al.
2000; Strigini & Cohen 2000; Entchev & Gonzalez-
Gaitan 2002; Jude et al. 2004), intracellular transport
assisted by members of the kinesin superfamily (Hir-
okawa 2000; Hirokawa & Takemura 2004; Weaver &
Kimelman 2004), transport in cytoplasmic extensions,
the cytonemes (Ramirez-Weber & Kornberg 1999;
Williams et al. 2004; Galkina et al. 2006) (Fig. 13.4).
Intracellular vesicular transport in endovesicles, called
argosomes (Greco et al. 2001; Christian 2002), by trancy-
totic movement (Fig. 13.4B; Tabata & Takei 2004) and
possibly also by the wandering of morphogen-contain-
ing cells (Tashiro et al. 2006); all end up by releasing
morphogens for signaling in the paracrine pathways of
particular pattern-plays. The regulated presentation
of morphogens in the extra cellular matrix (ECM) will
also depend on the binding of morphogens to cell
surface receptors and ECM components along the
long-range gradients (The et al. 1999; Eldar et al. 2003;

Seiki & Yana 2003; Tabata & Takei 2004; Hinsby et al.
2004; Wang et al. 2007).

13.3.3. Structural Genes or Homeo-box Genes
and Their Morphogens

Examples of differentiation ligands in the fruit fly
Drosophilia, so-called morphogens, are hedgehog, wingless,
and decapentaplegic. For more examples on fly-morpho-
gens consult http://sdb.bio.pudue.edu/fly/aimorph/
imagdisc.htm, where you will also find examples on
the involved transcription factors and their genes.

These structural genes are homeo-box genes also
designated HOX-genes and are controlled by their
own networks involving gap and notch genes (Hombria
& Lovegrove 2003; Duboule & Deschamps 2004).

13.3.4. Regulated Release of Morphogens and
Extracellular Binding or Removal

As an illustration of the complexity of intracellular
trafficking, membrane transfer, and extracellular bind-
ing of morphogens, shortly I will present some of the
current knowledge on the secretion and binding of
hedgehog (Hh) and Notch ligands in the respective
signaling pathway of hedgehog and Notch.

Hedgehogs are morphogens important for embryonic
development and their misbehavior results in, for
instance, congenital defects and cancers (McMahon
et al. 2003).

Figure 13.4. Cartoons of cytonemes (A) and agrosomes (B)
in morphogenesis (from Tabata and Takei (2004, Fig. 9)
Reproduced with Permission of the Company of Biologists).
See also Sasaki et al. (2007).
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The hedgehog morphogens are synthesized as pre-
cursor proteins, cleaved auto-catalytically, double lipi-
dated (palmitoyl/cholestrol), and released as a 19-kDa
complex from cavaolin-coated lipid rafts, maybe, or
possibly via an apical sorting receptor mechanism
(Rodriguez-Boulan et al. 2005; Reynwar et al. 2007),
involving a 12TM RND-type H�-exchanger Disp1 (Burke
1999; Ma et al. 2002; Nakano et al. 2004; Higgins 2007)
(Fig. 6.16) and/or the V0 sector of a vacuolar type H�-
ATPase (Liegeois et al. 2006). The secreted Hh lipopro-
teins are bound in a larger oligomeric lipoprotein
complex (Fig. 13.5). This complex (dl-Hh-C) may either
be removed from the ECM by internalization, effectu-
ated through megalin receptors for lysosomal degrada-
tion, or bound to its receptor at nearby or distant cells.
The dl-Hh-C receptor can be the transmembrane Ihog/
Boi proteins in invertebrates or the Boc/Cdo proteins in
vertebrates. The complex of dl-Hh-C and its receptor
then derepress a neighboring 7TM Smo receptor via a
co-expressed and inhibitory 12TM Ptch1 protein, pre-
sumably involving the G protein-coupled receptor kinase
2 (GRK2) (Melino et al. 2006), thus activating family Ci/
Gli of transcriptional factors (Fig. 13.5) (Svard et al.
2006; Wilson & Chuang 2006; Wang et al. 2007).

In the Notch signaling pathway, the secretory mechan-
ism of polarized exocytosis differs from the hedgehog
secretion. A significant difference is that Notch ligands
stay in the cell membrane of the cell in which they were
synthesized, and thus only interact with neighboring
cells expressing the Notch receptor (Levine et al. 2007).
Notch proteins are maternal morphogens involved in
several aspects of cell movement and cancers (Androut-
sellis-Theotokis et al. 2006; Bray 2006; Roy et al. 2006;
Sasaki et al. 2007; Bolos et al. 2007). Notch and gap
genes control pair-rule segmentation and HOX-genes
including hedgehog genes (Tour & McGinnis 2006).

The superfamily of Semaphorins is just another group
of morphogens with both free-floating and membrane-
bound ligand-receptor characteristics (Yazdani &
Terman 2006).

13.4. Long-term Strategy. Evolution

13.4.1. Evolution of Bio-logical Regulation

The third theme is biological regulation of evolution or
vice versa.

Figure 13.5. Schematic drawing of the release and binding of hedgehog (Hh) morphogens inducing transcriptional modulations.
dl-Hh�dilipidated hedgehog, Disp1�dispatched 1 protein (a RND-type H�-exchanger), V0-sector�the V0 entity from a
vacuolar type H�-ATPase, dl-Hh-LP�dilipidated hedgehog lipoprotein complex, Boi/Cdo�the vertebrate dl-Hh-LP receptor,
Ptch1�12TM patched protein, Smo�7TM Smoothened receptor protein, Ci/Gli�the Ci/Gli family of transcriptional factors (the
figure is created based on Butler et al. 1999; Nakano et al. 2004; Rodriguez-Boulan et al. 2005; Wilson & Chuang 2006; Liegeois
et al. 2006; Guerrero & Chiang 2007; Wang et al. 2007).
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At the effector level, principles for glycogen phos-
phorylation carried out by phosphorylase enzymes4 have
developed from bacteria to man as a good example of
the evolutionary progress of bio-regulation from simple
or no control to more complex strategies (Buschbinder
et al. 2001). One difference between man and bacteria is
the internal control of the glycogen phosphorylation
process, which is a first step in recruiting energy,
converting D-glucose subunits from the non-reducible
end of glycogen to free D-glucose-1-phosphate. The
bacterial consumption of glycogen is purely regulated
by the exogenous supply situation and simple product
(glucose-6-P) feedback, whereas in multi-cellular organ-
isms from yeast to vertebrates there are complex internal
regulatory mechanisms ‘built’ around the catalytic
activity in order to comply optimally with energy
demands at all times and with energy supply provided
from internal stores. Covalent phosphorylation of the
phosphorylase itself, inducing conformational changes,
is part of the regulation of human glycogen phosphor-
ylase (Nelson & Cox 2005, pp. 583�591); as this kind of
phosphorylation is for thousands of other controlled
systems as for instance phosphorylation of 1,6-phopho-
fructokinase (Fig. 13.6), by 2,6-phosphofructokinase in
the ensuing steps of D-glucose breakdown (Fig. 13.7).
Thus, Fig. 13.7 shows in more detail the regulation of
subsequent steps in glycolysis in glucose breakdown.
The regulatory mechanism of the committed step in
glycogenolysis by phosphorylation of the human glyco-
gen phosphorylase enzyme is missing in Fig. 13.7 and
in the bacterial counterpart. That is not to say that
intrinsic and extrinsic allostery is absent in bacteria. The
whole concept of allostery was developed based on
the behavior of bacterial enzymes (Cori et al. 1943;
Umbarger 1956; Yates & Pardee 1956) and one of the
most complex allosteric enzymes is glutamine synthetase
(GS), found amongst others in the bacterium E. coli
(Berg et al. 2002; Nelson & Cox 2005). Both the GS
allosteric mechanisms and the E. coli are found in higher
organisms as well. GS is the key-enzyme in nitrogen
metabolism (Fig. 4.5). GS has at least eight different
modulator sites, and is further covalently adenylated for
regulatory purposes by another allosterically regulated
enzyme, adenylyl-transferase with its allosteric ligand
protein PII. PII is activated allosterically by uridinylyl
transferase regulated allosterically by . . . and on, and on
and on . . . (Nelson & Cox 2005, pp. 838�340).

So far, metabolic modulation of bacterial GS is one of
the most complex regulatory mechanisms. In addition,
the possible interactions of all these regulatory means

are staggering (Savageau 1976; Ni & Savageau 1996;
Salvador & Savageau 2003).

Another spectacular example of evolutionary adjust-
ment, now at the organ level, is the manner in which
organism rid themselves of waste products from the
nitrogen metabolism. When the end product of nitro-
gen metabolism is urea with a high solubility, it is up-
concentrated in the kidneys. Contrary to this, for uric
acid with a low solubility, creatures use a cloaca with a
large diameter to concentrate their urine. Examples of
animals in this category are dinosaurs and birds. In the
kidney where water is absorbed, uric acid would be
concentrated and become a thick white paste without a
chance to pass through the tiny dimensions of the
kidney tubules. Therefore, to solve this mechanical
problem, uricoteles pass a low-concentrated urine into
the lower intestine, cloaca, with a large dimension and
up-concentrate the urine here (Bindslev & Skadhauge
1971; Laverty & Skadhauge 2008). The white paste on
bird droppings is uric acid.

The development of different strategies in Nature for
biological regulation and control is an integral part of
evolution itself, and many questions need to be an-
swered in this connection. Three such questions follow.

13.4.2. Regulatory Intensions. HOX or Hoax

First question: is it so that during evolution of the bio-
field, mechanisms for various kinds of regulatory feed-
back at different levels, including self-organization or
autopoiesis (Maturana & Varela 1980; Camazine et al.

Figure 13.6. Allosteric modulation of 6-phosphofructo-1-ki-
nase (PF-1-K (a)) by ATP/AMP ratio. ATP in red, fructose-6-
phosphate in black. From Berg et al. (2002, Fig. 16.16) with
permission.

4 Recapitulate that phosphorylases add inorganic P to molecules (Berg
et al. 2002, pp. 582�583), while kinases transfer the g P of ATP to
amino acid residues (serine, threonine, and tyrosine) in proteins.
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2001; Feltz et al. 2006) were invented with a purpose5 by
an ‘intelligent designer’ or were these particular reg-
ulatory mechanisms blindly selected by Nature (Monod
1971; Dawkins 1987, 2003), leading to the marvel of the
function of an eye as displayed in front of our eyes? That
is a big question that arouses strong feelings.

I am in line with the criticism of ‘intelligent design’
(ID) as a hoax due to its lack of experimentation, as
meticulously detailed by Coyne (2005, 2006) and at
length by Forrest and Gross (2003). Thus, I favor the
homeo-box (Hox) and modified Darwinian theory
(Dawkins 1987, 1995; Gould 2002; Cornish-Bowden
2004b; Jablonska & Lamb 2005; White 2006) as provi-
sional mechanisms for our understanding of evolution.
One may ask ‘since the intelligent designer is not
God, who is he?’ Here Paul Davies (2006a, Chapter 10)
takes the middle ground with a summary of different
universes including multi-verse theory, Dennett (2006,

2007) has an explication, while Harris (2006b), Dawkins
(2006), and Hitchens (2007) are merciless on the God
delusion, with Dawkins tentatively opposed by McGrath
(2007).

A thorough presentation and discussion of multi-verse
theory and the Neo-Darwinism-versus-ID debate is
beyond the scope and commentaries of this book.
Therefore, luckily, I do not need supportive reference
to the Holy Book with a gospel prophecy from the
Prolog of St John (Chapter 1, verses 1�3 and 18).
However, when it comes to moral and ethical values,
evolution in the scientific sense is of course insufficient.
These values must be recognized and discussed in other
forums as well. Normative regulation of political power
must be exercised through social guidance that is
governed by human rights and plights, not religion
(Ratzinger 2005).

13.4.3. Regulatory Evolution � Regu-lution

Second question: do the different principles of bio-
regulation have a chrono-logical stem-tree that has been
a logical prerequisite for our evolution; for instance for
mono-cellularity to multi-cellularity (Fig. 13.8) (King
2004) or for the case of regu-lution (sic) of the above-

GlycolysisAllosteric modulationCovalent modification

F-1,6-P2ase (b)/PF-1-K (a)

PF-1-K (b)/F-1,6-P2ase (a)

F-2,6-P2ase (b)/PF-2-K (a)

PF-2-K (b)/F-2,6-P2ase (a)

F6P

F-1,6-P2

F-2,6-P2

PEP

PYRUVATE
Glucagon/ Nor-adrenaline

cAMP

PKA
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Glucose

G6P

committed step
AMP                  ATP

Figure 13.7. Covalent and allosteric modulation through two bifunctional enzymes in glycolysis. The enzyme fructo-1,6-
bisphosphatase/6-phosphofructo-1-kinase (F-1,6-P2ase/PF-1-K) in the active kinase form (F-1,6-P2ase (b)/PF-1-K (a))
phosphorylates fructose-6-phosphate (F6P) to fructose-1,6-bisphosphate (F-1,6-P2) � see the indicated ‘committed step’ in
glycolysis (Harris 2006a). This enzyme is positively regulated in an allosteric fashion by the side-way reaction compound
fructo-2,6-bisphosphate (F-2,6-P2), which is a product of another bifunctional enzyme fructo-2,6-bisphosphatase/6-
phosphofructo-2-kinase (F-2,6-P2ase/PF-2-K), that in its active kinase form (F-2,6-P2ase (b)/PF-2-K (a)) produces the
allosteric modulator F-2,6-P2 from F6P. This second enzyme is covalently regulated towards increased phosphatase activity
(PF-2-K (b)/F-2,6-P2ase (a)) through phosphorylation by stimulated protein kinase A (PKA) activated by cAMP. For evolution
of the cAMP binding site, see Kannan et al. (2007). In addition, cAMP is generated through signaling via glucagon or nor-
adrenaline or reduced due to insulin inhibition of PKA or activation of cAMP-phosphodiesterase (not shown). Thus, glucagon
and nor-adrenaline covalent-allosterically reduce glycolysis while insulin augments glycolysis.

5 ‘Purpose’ is to be taken as meaning ‘final cause’ from Peircian
terminology as discussed in biosemiotics. See Peircean biosemiotics
quoted in Hoffmeyer (1996, 2005, 2008) and Kantian ‘purposiveness
in Nature’ (Walsh 2006) as opposed to the postulates of ‘intelligent
design’; even claiming experimentations into the matter (Dembski
2004). Intelligent design, unfortunately, has to be refuted as a science
based on its lack of a tradition for experimental falsification.
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mentioned glycogen phosphorylase and the flow of N2

through the works of the glutamine synthetase (GS)
complex (Miflin & Habas 2002)? That is, does the
timing of the appearance of regulatory proteins and
mechanisms matter in evolution? How important in
development was the timed emergence of this metabolic
mechanism (Battistuzzi et al. 2004; Vitkup et al. 2006),
this hormonal induction, or that neuronal regulatory
control? Was the timing of this operon and that HOX-
gene6 a sine qua non? In addition, at the epigenetic
network level, how are we to understand the timing in
98.5% of our genome as junk-DNA (Brosius 2003a), the
timing of some exons representing bad genes (Brosius
2003b), and the timing of microRNAs involved in
regulatory networks (Mattick 2004; Martin & Caplen
2007; Bushati & Cohn 2007)?

Furthermore, new questions arise as we now realize
that over 20% of the junk-DNA is coding for regulatory
RNA (Royo & Cavaillé 2008; Umlauf & Fraser 2008).

13.4.4. Regulatory Death

Third question: how does regulated cell death, apoptosis
with caspase-mediated proteolysis (Nicotera & Melino
2004; Riedl & Salvesen 2007; Taylor et al. 2008) and
species extinction (Gould 2002, pp. 738�741) come in

as logical principles of regu-lution in the actual view of
bio-evolution? Was and is regulated death of cells and
species an immanent part of our ability to adapt � of our
evolvability?

13.4.5. Mapping Evolution. Human Races?

A combination of maps and markers of single nucleo-
tide polymorphism and short tandem repeats from the
string of our genetic code combined with highly
sophisticated computing techniques enables us to link
human traits, often related to the so-called human race,
to specific genetic composition (Fig. 13.9), which allows
us to speak of human diversity [races] based on ‘sick’
genes among others (Smith et al. 2004). Analysis in this
field of human traits and genetics with mapping-by-
admixture-linkage-disequilibrium (Patterson et al. 2004)
may soon be ripe for the ‘-omic post-fix’, imparting the
term ‘traitomics’ (see Section 13.4.6 and Table 13.2).

Let us hope that it will not be possible to link human
psychological traits, such as angst, hysteria, obsessive
neurosis, as well as inclinations for suicide and terrorism
with a specific genetic composition. Possibilities for
linking such traits will tempt smart-alecs into a scruple-
less play with human knockins and knockouts; replacing
sound and speculative Lacanian psych-analysis as well as
relevant forms of cognitive psycho-therapy. The fear we
may have of a genome-wide approach to and resolution
of these issues is dampened (drugged) by the contents
of the next section on epigenetics.

Figure 13.8. From unicellular to multicellular organisms during evolution of the biosphere. Simple forms of multi-cellularity
started forming more than 3 billion years ago, while eukaryotic multi-cellularity started around 700 million years ago. Modified
from Mattick (2004, Fig. 3) with permission. On the transition from uni- to multi-cellularity, see also Kirk (1998), King (2004) and
Duncan et al. (2006).

6 Operon and HOX-genes. The concerted level of expression of a set
of enzymes that contribute to an adaptive function due to an
environmental change is based on a coordinated gene expression.
An operon is a unit of such coordinated gene expression. Genes of
operons especially related to development and differentiation are
HOX-genes (Monod & Jacob 1961; Berg et al. 2002, 2006).
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13.4.6. Epigenetic Inheritance Systems (EISs)

The background for our humanness consists of regula-
tory networks upon regulatory networks (Feinberg
2007). Our composite phenotype is dependent on
rather complex interactions between linear and non-
linear genetics such as crossing-over and recombination
modification (Poyatos & Hurst 2006; Wilson et al. 2007)
� as well as epigenetic-, behavioral-, and symbolic
inheritance systems. Epigenetic inheritance systems,
EISs, include (1) self-sustaining information loops,

(2) structural inheritance as self-templating cellular
entities and prions, (3) organizing chromatin markers,
and (4) in particular RNA interference (Jablonka &
Lamb 2005, see especially Chapter 4). Thus, EISs alone
bring uncanny designators such as ‘Neo-Lamarckism’
into the discussion of evolution. On ‘epi-genetics’, a
current buzz-word, see also the papers in the 2007 May
issue of Nature (pp 395�440), and its definition (Fein-
berg 2007). A general survey is in Allis et al. (2007). The
epigenetic scheme is illustrated in Fig. 13.10.

Figure 13.9. Distribution of human traits or race characteristics in various populations (after Smith et al. (2004) with permission).
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In light of predictions of close to 100,000 (Prasanth &
Spector 2007) or more non-coding RNA (ncRNA)
transcripts for regulation (Gingeras 2007), we still
know very little about the epigenetic possibilities.

I highly recommend the Jablonka and Lamb (2005)
book, ‘Evolution in Four Dimensions. Genetic, Epige-
netic, Behavioral, and Symbolic Variation in the History
of Life’. Although its text is a bit lengthy, the book is a
sovereign survey, thought-provoking and enlightening
for those of us who supposed that pharmaco-genetics
would soon solve all our individual somatic and mental
calamities (Hall & Pirmohamed 2006; George 2008).
Genetics will indeed have the answer to a few special
cases of human traits, but understanding most human
traits, not to mention treating their wrong-doing, is
fortunately still a long way off.

13.4.7. Omics

It has become modern to characterize scientific fields
with the suffix ‘-omics’. In semantic fields of free
association, we now operate with genomics, proteomics,
and even arrowomics (network analysis of arrow dia-
grams); ‘omics’ blossoming without boundaries it seems
� see for instance Wikipaedia on ‘omics’ and Table 13.2.
Our evolvability as scientists will be judged by our
genome-wide, proteome-wide, or metabolome-wide ap-
proaches to solutions (Conradie et al. 2006; Stegmann
et al. 2006; Gutteridge et al. 2007; Carlson 2007;
Llaneras & Pico 2007; Petsko 2007).

For an issue to be ‘-omic’, a technique must take a
global and holistic view of its field.

For instance in biology, ‘biomics’ should address
biological complexity by synthesizing multi-parameters

into predictive network models. Biomics is thus the
integrated application of science into a coherent strat-
egy for resolving biological complexity (Coulton 2005).
Can you define the difference between biomics and
Systems Biology or earlier ‘integrated physiology’?

Table 13.2 lists some of the new and future ‘-omics’,
some with founded societies, some more speculative.

13.5. The Present State of Regulation by
Allostery and Other Affairs

13.5.1. To be or Not to be Regulated

Meantime, while waiting for answers and solutions to the
above questions, we may simply divide the formulation
of kinetic processes into two: (A) reaction kinetics
without built-in regulation; and (B) reaction kinetics
with built-in regulation as feedback (rüch-coupling).

Examples of the formulation of kinetic processes
belonging to (A) are: (1) Henri-Michaelis-Menten kinetics
(HMM) (Section 1.1.9), (2) TIME-dependent loading or
washout processes, and (3) COMPARTMENTAL analyses
described in pharmaco-kinetic texts and elsewhere (Jac-
quez 1985; Taylor 2006), and examples belonging to (B)
are: (1) spontaneous INACTIVATION following activation
and intrinsic/extrinsic DESENSITIZATION, (2) intra-
steric regulation such as PSEUDO-SUBSTRATE SWAP-
PING and PROTEASE ACTIVATION (zymogen regula-
tion) (Table 13.3 and Chapter 14), and (3) regulation by
additional ligands in schemes such as mixed-inhibition
equal to INTERVENTION (Chapter 2) and ALLOSTERY
including concentration-dependent AUTO-REGULA-
TORY CONTRIVANCES such auto-intervention and
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Figure 13.10. Genetic and epi-genetic regulation. (A) Cartoon of DNA and its packing into chromosomes. (B) Tentative non-
coding RNAs (ncRNAs) regulatory network. One form of epi-genetic regulation of genetic expression is through ncRNA
interfering with all levels of expressing proteins. Some other regulatory means are the genetic regulation through promoters (not
shown) and the epi-genetic regulation by methylation-imprinting (not shown).
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auto-modulation (see Chapters 3, 7 and 15), and regula-
tory kinetics as DOWN-REGULATION, PHOSPHORYLA-
TION and DEPHOSPHORYLATION, processes of turn-
off-‘n-on; notated schematically elsewhere (Table 13.5).

A more comprehensive, although certainly not com-
plete, list of bio-regulatory means at some of the
mentioned levels is given in Tables 13.3�13.5. The
tables are only meant as an illustration of the bioregu-
latory subject’s complexity. Table 13.3 is a general
listing, while Table 13.4 is on non-covalent and
Table 13.5 on covalent regulatory principles. Non-
covalent allostery, pseudo-substrate locking, and pro-
tein-GTP binding as well as covalent activation by
proteases (e.g., Burns et al. 2007), phosphorylation
and dephosphorylation (Tables 13.4 and 13.5), are
some of the regulatory principles in biology which will

be detailed in subsequent sub-chapters and sections of
Chapters 14 and 15. Moreover, see for instance Cornish-
Bowden (2004b) for regulated biosynthetic supply and
product demand contrary to non-modulated waste
‘demand’.

13.5.2. Control Theory and the Rate-limiting
Step Concept

The main part of this book deals with a single or a few
steps of reaction where the focus is on the unique
modulatory mechanism related to concepts such as the
‘rate-limiting step’ or ‘committed step’, where both non-
covalent and covalent modifications may take place. As
mentioned at the beginning of the chapter, a different
approach such as Biological Control or Metabolic

Table 13.3. Some examples of regulatory strategies in biology with increasing complexity

(1) Heterotropic intervention and heterotropic allostery
Modification by ligands other than substrates and primary ligands

Ex: Modification by products and released ions, H�, Ca2�, auxilliary proteins including calmodulin, CaM,* Ga, Gbg, and many so-called b
subunits. Or, by cAMP, cGMP and cyclic-di-GMP/and phospho-diesterases in prokaryotes including their two-component signaling system with

aspartic acid and histidine kinases (Stock et al. 2000; Jernal & Malone 2006; Bekker et al. 2006; Mascher et al. 2006)

(2) Homotropic intervention and homotropic allostery

Auto-modulation by substrates or primary ligands (auto-ant-agonism, feed-forward, auto-inhibition) at secondary sites

Specific Ex: O2 on Hgb, substrate-inhibition, neuro-transmitters auto-modulation

(3) Non-competitive interaction

Steric interactions at primary sites

Steric interactions at secondary (allosteric) sites

(4) Pseudosubstrates

Intramolecular steric interactions at primary sites

Intramolecular steric interactions at secondary (allosteric) sites

Ex: substrate similarities of sequences in PKA and PKC

(5) Intrinsic desensitization � activation enhancement

Time-dependent alterations in receptor transduction, enzyme catalysis, channel transport

Ex: inactivation of VOCs through h-gates and ball-and-chain channel terminals

(6) Phosphorylation/dephosphorylation by kinases and phophatases

Alterations at primary sites

Alterations at secondary (allosteric) sites

General examples: two-component signaling through aspatic acid and histidine kinases in prokaryotes (Galperin 2007) or through STY-kinases in

all kinds of living organisms, including prokaryotes (Gangreasse et al. 2007)

Specific examples: glycogen becomes active, glycogen synthetase and phospho-fructokinase, glutamine synthetase reactive on phosphorylation

(7) Phosphorylation-independent attenuation of GCR-signaling (Ferguson et al. 2007)

(8) Extrinsic desensitization or inactivation

Ex. G protein signaling kinases and arrestins (DeWire et al. 2007)

(9) Beyond the level of effectors such as receptors, enzymes, or transporters

Ex: Genetics transcription involving regulatory pathways with transcriptional factors as SMADs (Xu 2006), translation, post-translational

modification, translocation, and trafficking of substrates, ligands, modificators and effectors and supply of nutrients and exogenously supplied

chemicals. Many of these are regulated by neurotransmitters, hormones, and paracrine signaling molecules as chemokines (Zlotnik et al.

2006)

Fig. 13.6 is an example from glycolysis regulated by noradrenalin, insulin (Litwack & Schmidt 2006, Chapter 23 and Figs. 23.27�29), and

glucagon. Auxilliary proteins in the membrane and in the internal and external cell milieu such as RAMPs, (Parameswaran & Spielman 2006)

anchoring proteins, scaffolding elements, other cytoskeletal components, extracellular matrix molecules as collagen (Volloch & Kaplan 2002)

and cell-substrate adhesion molecules such as fibronectin, laminin, and NCAM (Danen & Yamada 2001; Yamada et al. 2003), integrin and

integrin receptors (Arnaout 2002; for an integrin map see Martin et al. 2002) also involved in adhesion signaling (Hinsby et al. 2004; Evans &

Calderwood 2007)

On networks of further complexity as networks of cross-talk, see e.g., Natarajan et al. (2006); Gavi et al. (2006), and Agnati et al. (2007a,b), and

Figs. 13.2 and 13.3.

At higher levels of regulation, we have for instance epigenetics (Thomas & D’Ari 1990; Jablonka & Lamb 2005; Allis et al. 2007; Feinberg 2007).

*See calmodulin like activity in delta subunit of Gly phosphorylase (Harris 2006a, pp. 619�620).
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Control Theory (Metabolic Control Analysis) is pre-
sented in Fell (1997, Chapters 1 and 5; Cornish-Bowden
1995, Chapter 10 or 2004a, Chapter 12), where the focus
is on the overall control process (also see Harris 2006a,
Chapter 15); likewise characterized in models of self-
organization (Camazine et al. 2001; Feltz et al. 2006),
epigenetic regulation (Thomas & D’Ari 1990; Allis et al.
2007) and network analysis by Systems Biology (see
sections 13.2.3�13.2.4).

In Metabolic and Biological Control Theory operating
with complex networks, Fell and those who share his
views certainly have a point when promoting their non-
rate-limiting step theories. On the other hand, in many
fast receptor reactions such as signaling to effectors with
trigger-mechanisms involving for instance action poten-
tials or the opening of Ca2�-channels, the controlled
feedback is at a more isolated level of complexity and
the entire process leading to a resultant reaction may be
described as a ‘committed step’ or a rate-limiting step.
Therefore, in discussing biological control and regula-
tion it is necessary to find a balance between a network
approach with concomitant up- and down-grading of
enzyme activity levels through operon-steering (Fell
1997) and the more classical ‘rate-limiting step’ and
‘commitment step’ approaches (Staub & Sharp 2004;
Johnson et al. 2005; Brandmann et al. 2005; Levin 2006;
Harris 2006a).

13.5.3. The Present State of Analysis for Allostery

As a research theme, the analysis of single molecule
allostery in enzymology has been pushed aside by other

regulatory studies that have become possible through
newly available techniques in modern molecular biology
and computation. Much effort is being put into the
transcription-translation of effector genes and its net-
work regulation, leaving functional regulation within
effector proteins as such to selective niches of research.
As an example, major reviews on allostery for the
aforementioned glutamine synthetase (GS) enzyme
goes back to the late 1980s (Rhee et al. 1989), while
recent publications are available on the regulated gene
expression of GS (Miflin & Habash 2002; Gebhardt et al.
2007). In addition, the literature on morphogens is
another example of how molecular biology and Systems
Biology now dominate over simple allosteric control
studies, see for example sub-chapter 13.3 on morpho-
gens where allosteric analysis by models is lost in favor of
arrow-diagrams and complex computation. Notwith-
standing, allostery is being studied intensively for
enzymes, transporters and receptive units (Weinstein
2006), however it lacks novel innovative modeling of

Table 13.5. Examples of COVALENT regulatory means in
biology � including activation by synthetase condensation,
hydrolysis or phosphorylation

Covalent regulation

Covalent binding Covalent separation or comment

Phosphorylation (ATP gP by

kinases)$
De-phosphorylation (by phospha-

tases)

Adenylation Deadenylation

ADP-ribosylation Blood clotting enzymes activation

Amidation (stabilization of

peptides)

Restriction enzymes DNA-cutting

Farnesylation/myristoylation S�S0HS� �SH

Methylation DNA-repair, protection, and gene-

regulated expression

Protease activation; protease-

activating receptors (PARs);

zymogen activation of enzymes

by hydrolysis, prohormone

activation

Removal of ENaC self-inhibition

by furin and prostasin (Burns

et al. 2007)

Polymerase sequence elongation Restriction enzyme sequence

cutting

S-nitrosylation* Denitrosylation**

Sulphatation Structural protein activation

(procollagen-ase)

SUMOylation DeSUMOylation§

Transposonation& Jumping genes

Ubiquitination Juxtacrine activation (proteinase,

GF, protein shedding, striptase)

$Of the covalent types of activation in regulation, phosphorylation by kinases is
the most ubiquitous, (Paradela & Albar 2008), carried out by well over 500
kinase enzymes (Kinome map at STKE, see Manning et al. (2002) and Niedner
et al. (2006)).
Other types of enzyme regulation are covalent regulation by swapping, clipping
or phosphorylation and cis-trans-retinal, flip-flop, including proenzyme-enzyme-
degradation and pre-pro-hormone and pro-hormone-degradation.
*Whalen et al. (2007).
**Foster et al. (2006), Sun et al. (2006) and Yoshida et al. (2006).
§See Martin et al. (2007).
&Lin et al. (2007).

Table 13.4. Examples of NON-COVALENT, reversible, reg-
ulatory principles, at the level of receptors, enzymes and
transporters

Intrinsic strategies

Allostery Activation/inhibition by product,

hormones or neurotransmitters at

secondary sites

Co-operativity Activation/inhibition, auto-agonism, auto-

modulation, by substrate, agonists or

inverse agonists at secondary sites

Intra-steric Activation/inhibition pseudosubstrate,

inactivation, desensitization

Extrinsic strategies

Non-covalent binding of GTP to Ga
proteins

Non-covalent separation of GDP from Ga
proteins

Association of cyclic-di-GMP and PDE

(Jenal & Malone 2006; Bekker et al.

2006; Mascher et al. 2006)

Receptor dimerization and

multimerization

Protein-protein, protein-RNA, and anti-

body-antigen interactions
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simple reaction schemes. Compared to sprouting net-
work modeling (Table 13.2), there seems to be an
artificial gap to the sporadic research in the synagic
models of intervention and allostery, as described in
Chapters 2 and 7. Instead of developments in the
field of synagic modeling, inventions here are mere
repeats.

13.5.4. Will We be Able to Combine Complexity,
Chaos, and Criticality with Allostery?

New techniques such as DNA microarrays and tissue
microarrays reveal cell components simultaneously pre-
sent at any given time. Combined with other techniques
such as yeast-two-hybrid screens, protein chips, and
advanced cellular visualization, including laser scanning
cytometry and layered expression screening, microarrays
give detailed information about the quantitative inter-
actions between individual components (Coulton 2004;
Davierwala et al. 2005).

The development in detecting possible interactions
between linear cascades in cell signaling now reflects the
observed divergence and crosstalk between pathways,
and the complexity of integrated cell signaling.

Therefore, in wet-laboratory bench work, integrative
physiology at the cellular level is a reality (Thiery &
Sleeman 2006; Taniguchi et al. 2006) requiring theore-
tical complex network modeling, which fortunately is
also undergoing rapid progression (Dorogovtsev &
Mendes 2003; Almaas et al. 2005), even into descriptions
of ‘networks-of-networks’ responsible for the perfor-
mance of cells and organisms (Barabasi & Oltvai 2004;
Gunsalus et al. 2005; Myers et al. 2006).

Furthermore, since natural evolution is a highly
accomplished designer of diversity, and the designer of
biological building blocks, studying for instance the

plasticity of promiscuous enzymes and receptors gives
advice on how to construct new enzymes and receptors
with insertional mutagenesis (Yoshikuni et al. 2006;
Zhang & Bishop 2007; Cherezov et al. 2007) or in
drug discovery of new ligands with better specificity and
differential activity (Urban et al. 2007; May et al. 2007;
Xia et al. 2007).

13.5.5. More Means of Bio-regulation

The demand on modern day researchers seems to be a
necessary upgrade of our earlier reductionistic view
based on discrete biological function attributed to
individual molecules and simple nodes or linear cas-
cades. In fact, building networks of nodes and networks-
of-networks or staying at the single node is a mirror of
mutual enrichment, or a clash between holistic and
reductionist approaches. Therefore, in our quest to
understand cell signaling and function, new network
models of more or less integrated complexities await to
be implemented in what looks to be a bright and
exciting future (Barabasi & Oltvai 2004; Goodacre
2007; Mak et al. 2007).

13.5.6. Synthetic Biology

Constructing optimized enzymes (Yoshikuni et al. 2006;
Zhang & Bishop 2007) and other biological effectors
(Fig. 13.11) (Cherezov et al. 2007) of naturally occurring
entities, is an entire field of its own, squeezed between
personalized drug development and stem cell repair.

Although clinical results based on the above efforts of
molecular manipulations seem to be in the distant future,
it looks promising when combined with the feasible
treatment of multi-factorial diseases by RNA-interference
techniques based on the cellular immune-system with

Figure 13.11. Structural resolution at 2.4 Å of human b2-adrenergic receptor. Engineered G protein-coupled receptor for
synthetic biology, structural resolution, and membrane-lipid-interaction. Composed from Cherezov et al. (2007, author’s
summary figure (A) and Fig. 2 (B)) with permission.
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microRNAs (miRNAs) consisting of small developmental
RNAs and small interference RNAs (Bushati & Cohn
2007; Martin & Caplen 2007; Perrimon & Mathey-Prevot
2007), and possible new approaches to obtain stem cells
from somatic cells (Maherali et al. 2007; Okita et al. 2007;
Werning et al. 2007) that might repair the loss of
differentiated cells.

A recent example of biological bottom-up synthetic
technology is the microbial production of an antimalar-
ial drug, artemisinin, by engineered E. Coli (Keasling
2008). A flashy example of synthetic biology, is a top-
down complete chemical synthesis, assembly, and cod-
ing of the whole DNA-string for the Mycoplasma genome,
consisting of 582,970 base pairs (Gibson et al. 2008).

13.5.7. Insecurity about Allostery

There are always scales of complexity and criticality to
every problem. Answering questions on stock market
analyses, on the function of brains, on the birth of
galaxies, on the operation of genomes, on the eruption
of earthquakes and volcanoes, on climate and weather
forecasts, as well as on cell signaling and epigenetics all
require dynamic and complex theories whereas answer-
ing questions on synagics, it appears, must start with
limited allosteric modeling.

In Chapters 14 and 15, I shall return to models with a
simplistic view of only a few interacting nodes, viz. the
binding of two ligands and a conformational change
induced or selected for enzymes, receptors, transducers,
transporters, and other effectors in what I have termed a
‘genuine allosteric model’. The reason for revisiting, in
spite of fancy network models, is not nostalgia, but a
sensation of permanent confusion or insecurity in the
interpretation of allosteric models (Jaffe 2005; Atkins
et al. 2006).

In Chapters 14 and 15, you will note my opposition to
jump solely into justified demands to switch from
synagic models to kinetic models in order to understand
the complex ligand�receptor interactions in ‘functional
selectivity’ or ligand-differential responses (Lew et al.
2000; Urban et al. 2006).

13.5.8. Allostery and Synagics

It is my intention in Chapters 14 and 15 to reintroduce
allostery, its definitions, its meanings, its modes and
models, its related reaction schemes, its history, and
several other pertinent subjects. The treatment is at the
‘statics’ level of equilibrium or with examples taken
from steady-state conditions. Thus, we will stay at the
level of synagics, simple though complex.
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14CHAPTER

On Allostery and
Co-operativity

14.0.1. Allostery and Co-operativity for
the Modeler

In defining the two terms allostery and co-operativity for
synagics, I have chosen not to advance directly to the
heart of the matter, but to take a tortuous path, thereby
delaying an answer to the question which immediately
springs to mind: What is the difference between the two
terms ‘co-operativity’ and ‘allostery’; are they not the
same?

First some history on terminology.
Hopefully, Chapter 14 will prepare you, the synagic

modeler, for what allosteric analysis might be after the
year 2007 as detailed further in Chapter 15.

14.1. Historic Accounts on the Use of
‘Allosteric’ and ‘Co-operative’

14.1.1. The ‘Effector’ Concept

When comparing mechanisms in different fields such as
enzymology, receptology, and molecular transportology,
ideally the same term should be used for comparable
components � just as an identical expression should
cover equal concepts in order not to separate our
different but overlapping fields. Nowadays, there are
differences to be noted.

In enzymology, it is customary to use the term
‘effector’ about regulatory ligands in general, and about
positive ‘allosteric ligands’ in particular; an unfavorable
tradition that goes back to Jacques Monod and colla-
borators (Monod et al. 1963). Since this use of the term
‘effector’ is not customary in other fields of biology, I
will make one point clear. Contrary to enzymology, in
my text the term ‘effector’ is used as a common

designator for proteins in the final step of function;
proteins such as enzymes, molecular motors, and
molecular transporters including ion channels, pumps,
and cotransporters. Receptive entities, such as the G
protein coupled receptors (GPCRs) and the tyrosine
kinase receptors (TKRs), are also considered effectors.
Conversely, in general I refer to regulatory ligands as
‘modifiers’. Modifiers are ligands that bind to a second-
ary binding site, thereby altering effector function. This
alteration may be in the presence or absence of primary
ligands.

Modifiers for allostery are ‘modulators’ and modifier
molecules in intervention schemes (Chapters 2 and 3)
are designated ‘interventors’. The modifiers, including
interventors, may be either stimulative or inhibitory.
Figs. 14.1, 14.2 and Table 14.1 specify the use of
nomenclature, differentiating primary ligands from
modulators and interventors as well as from ‘effectors’.
The separate use of ‘modulator’ and ‘interventor’ for
modifier ligands in models is further detailed in Section
14.3.1.

14.1.2. The ‘Allosteric’ Concept

In discussing models for the regulated control of
enzyme function and accelerated binding in carriers, a
concept for conformational switching of effectors in an
un-liganded state was designated by the adjective ‘allos-
teric’ in the early 1960s (Monod & Jacob 1961; Monod
et al. 1963, 1965). This understanding of allostery was
exquisitely summarized for enzymes and hemoglobin
by Mahler and Cordes (1966, Chapters 6 and 7) more
than 40 years ago, and later by many others (e.g., Wong
1975, Chapters 7 and 8; Segel 1975, 1993; Levitzki 1978;
Dixon & Webb 1979; Perutz 1990; Copeland 2000,
Chapter 12; Changeux & Edelstein 2001, 2005), and
readdressed in a mature form by Cornish-Bowden (1995,

# 2008 N Bindslev. This book and all matter and items published therein are distributed under the terms of the Creative Commons Attribution-Noncommercial 3.0
Unported License (http://creativecommons.org/licenses/by-nc/3.0/), permiting all non-commercial use, distribution, and reproduction in any medium, provided the original
work is properly cited.
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Chapter 9, 2004, Chapter 11). Since then, some addi-
tional insights have been gained, especially in the fields
of transmembrane receptors and transport molecules as
channels, which justify a comparison and an update.

In attempts to define allosteric ligands in relation to
effectors such as enzymes, it is often emphasized that the
allosteric modulators of enzymes, resulting in either
increased or decreased activity, are not themselves
changed as a result of enzymatic activity, in contrast to
the substrate, the ‘primary ligand’, which is altered.

However, this is different for effectors, such as
transporters and receptors, since both the allosteric
ligand and the primary ligand are unchanged after
moving through the cycle of binding, transfer, and
release. Thus, ions or nutrients moving through a

transporter are unaltered after passage, just as the
receptor ligands, both primary and secondary, are
unaltered after binding-to, signal-transduction-through,
and release-from receptors. Therefore, the fact that a
ligand is unchanged after release from its binding site
does not qualify it as an allosteric ligand.

14.1.3. The Adjective ‘Allosteric’ and its Noun
‘Allostery’ or ‘Allosterism’

In 1961, the term ‘allosteric’ was introduced at the
famous meeting entitled ‘Cold Spring Harbor Symposia
on Quantitative Biology’ essentially to cover the newly
discovered product-inhibition in a host of enzyme
studies (Monod & Jacob 1961).

catalytic site

modifier

one-state models two-state models

allosteric ligand
“modulator”

intervention ligand
“interventor”

intervention or allostery

primary binding site

“receptive unit”

orthosteric
ligand

secondary binding site

Figure 14.1. Drawing of modifiers and their receptive unit with a catalytic site. Based on an assumed reaction scheme of either a
one-state model (intervention) or a two-state model (allostery), modifier ligands (blue) are designated as either interventors or
modulators. They bind in their receptive unit to a secondary site sterically separate from the primary (orthosteric) binding site.

Table 14.1. Nomenclature for one-state and genuine two-state models

One-state models Genuine two-state models

Modifier molecules

Primary ligand Auto-interventor Auto-modulator

Secondary ligand Interventor Modulator

Receptive unit/effector

Homo/hetero � mono-mer di-mer;

homo/hetero � multi-mer

All types of complexes are possible All types of complexes are

possible

Mechanisms Auto-intervention (pos�neg), one ligand Co-operativity (homotropic

allostery)

Intervention (pos�neg), two ligands Allostery (heterotropic allostery)

Affected molecule Effector Effector

Self-stimulative response Positive auto-intervention (mixed auto-activation) Positive co-operativity

Self-inhibitory response Negative auto-intervention (mixed auto-inhibition)* Negative co-operativity

Stimulative response Positive intervention (mixed activation) Positive allostery

Inhibitory response Negative intervention (mixed inhibition)** Negative allostery

*,**Mixed inhibition also covers competitive auto-ant-agonism, auto-non-competitive inhibition, competitive ant-agonism, and non-competitive inhibition. For mixed-
inhibition or -activation, see, e.g., Cornish-Bowden (1999, 2004).
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Changeux (1993) gave an informative clue as to why the
adjective ‘allosteric’ frequently appears, while the nouns
‘allostery’ and ‘allosterism’ are only sporadically used in
scientific texts. The nouns do not exist in the French
language. This fact has influenced its use in English
writings as well (Galzi et al. 1996) where the nouns are
seldom used, 110 hits for ‘allosterism’ and around 320 hits
for ‘allostery’ compared to �13,300 for ‘allosteric’
(PubMed Jan 2008). Meanwhile, I use the noun ‘allostery’
quite often in this text. In enzymology, both nouns are
employed (Pardee & Reddy 2003; Atkins 2005), while in
pharmacology ‘allosterism’ seems to be the preferred
noun (Christopoulos 2002; Christopoulos & Kenakin
2002; Kenakin 2004a,b; Ehlert 2005; Birdsall & Lazareno
2005).

Here, I shall use the term ‘allostery’ as a noun,
identical to the word ‘allosterism’.

14.1.4. Transformations in the Use of ‘Allosteric’

Due to developments after 1965, use of the term
‘allosteric’ has undergone a transformation and is now
often employed in a loose sense, just referring to
supposed ligand-induced conformational change in a
receptive unit or a ligand-selection of a preferred
conformation of the receptive unit when ligands suppo-
sedly bind to a secondary site.

The loose application of the adjective ‘allosteric’ is
due to a lack of detailed insight into the results from a
plethora of experiments with ligand occupancy, and a
lack of understanding of the mechanisms of numerous
functional systems. Therefore, the theoretical claim of
two conformations in un-liganded enzymes or carriers
(Monod et al. 1965) was not obligatory withheld in
discussing ‘allosteric’ mechanisms, thus a logic linguistic
degeneration process has evolved for the term ‘allos-
teric’. In addition, the allosteric effects restricted to
multi-meric forms of receptive units in the original
definition of allostery by Monod and co-workers lost
precision, since mono-meric forms of enzymes and
other receptive units probably also display synagics and
kinetics that do deviate from simple load relationships
(Kaiser 1980; Aleshin et al. 2000; Turk et al. 2000;
Sintchak et al. 2002; Kamata et al. 2004; Sack & Aldrich
2006; Mitriphanov et al. 2007).

However, for conceptual accuracy and stringency,
when ‘allostery’ is used in connection with formalized
analysis of dose-response data, it is recommended that
the models are genuine two-state reaction schemes for
functional as well as occupancy studies. The effector is
thus assumed to attain a minimum of two conforma-
tional states for the un-liganded species (see Sections
14.2.1�14.2.2).

On the other hand, the original strict definition
involving multi-meric effector proteins has been re-
placed by an understanding that ‘allostery’ means
control of activity in effectors by binding of a modulator
molecule to sites in the effector protein that are distinct
from and with no overlap of the primary binding site,
the catalytic site, or the active site � although the two
sites are not necessarily on different subunits (proto-
mers). Thus, multi-sited monomers can be allosteric
effectors (Fig. 14.2).

By now, a revision of the meaning of the word
‘allosteric’ has become mandatory in relation to for-
malistic analyses of synagic models (see Section 14.2.1).

14.1.5. The Term ‘Co-operativity’

At face value, the term co-operativity is associated with self-
stimulatory processes and a coordinated and augmented
synergistic interaction between two or several different
ligands. Historically, the concept ‘co-operative’ has often
been connected with the positive non-Michaelian binding
of O2 to hemoglobin. In the present text, co-operativity is
used to specifically characterize auto-modulatory reac-
tions. Therefore, self-stimulatory processes are equal to
positive co-operativity, and self-inhibitory processes are
equal to negative co-operativity. On ‘co-operativity’ as a
term for homotropic allostery, consult for instance
Cornish-Bowden (1995, Chapter 9, 2004, Chapter 11).

In addition, regarding allostery, a tightening of the
meaning of the word ‘co-operativity’ has become man-
datory in relation to synagic formulation and analysis
of dose-responses, and its revision is presented in
Section 14.2.2.

14.1.6. A Comment on Conformational Selection
Versus Conformational Induction

Between the concepts of conformational selection
(Monod et al. 1965) and conformational induction
(Koshland et al. 1966), conformational selection was
recently favored for the GPCRs � although imprecise
wording in relation to non-formalistic modeling was
used, such as ‘promote a conformational distribution’
and ‘promotes significant conformational changes’,
‘mediate’ or ‘stabilize’ conformational changes (e.g.,
Kobilka et al. 1999; Gether 2000; Loland et al. 2004); just
to be replaced again by the ‘induction’ and ‘sequential’
vocabulary (Swaminath et al. 2004; Kobilka 2006; Granier
et al. 2007). Thus, under natural and experimental
conditions the conception of allosteric control is still
exerted either through selection and stabilization of
certain states of the effector molecule or it is induced by
ligand binding in sequentially ordered steps.
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This affirms the dichotomy and general bewilderment
about conformational selection versus induction as
rounded up in sub-chapter 5.11 and further substanti-
ates that both points of view are equally valid. Therefore,
to simplify matters, I shall often use the paradigm of
‘induction’ in descriptions of mechanisms without
discrimination between conformational selection and
conformational induction.

14.1.7. The Classical Terms ‘Allostery’ and
‘Co-operativity’

Allostery implies an alteration in ligand-binding or in
ligand-elicited function, and furthermore that this
modulation takes place through binding of a second
ligand to a site at a distance from the primary binding site
(Ricard & Cornish-Bowden 1987). Thus, allostery im-
plies interactions from a secondary binding site through
a conformational change in the primary binding site or
in the signal-transduction pathway from the primary
binding site to the site of activation (Fig. 14.2).

The allosteric (modulatory) ligand, which binds to a
site remote from the primary binding site, can be the
primary ligand itself, i.e., substrate, agonist, or transpor-
tee, or it can be an entirely different molecule. In the
first case, with primary ligands as modulators (auto-
modulators), allostery is identical to homotropic allostery
and covers co-operative phenomena (co-operativity) as
described in Section 14.1.5. Conversely, in the second
case with modulators other than primary ligands,
allostery is known as heterotropic allostery or just allostery

and the ligands are heterotropic modulators or just mod-
ulators.

14.1.8. Genuine Two-state Models

Thus, for most users of the term ‘allosteric’, allostery is
observed when a non-primary binding site is occupied
and this binding induces a change in the primary
binding site, in the site of activation, or in the transmis-
sion of information from a primary binding site to a site
of activation, thus affecting catalysis, transduction,
transfer, or binding itself (Fig. 14.2).

However, as originally formulated by Monod et al.
(1965), besides binding to a secondary site, the key-
concept for allostery is that it requires an explicitly
expressed conformational switch between two un-liganded
states of the receptive unit � this is a genuine two-state
mechanism (Chapter 5 � Fig. 5.4). In a strict sense,
formulation of allostery must be based on genuine two-
state reaction schemes, discussed further in Chapter 15
(see for instance Fig. 15.3). As a bonus, genuine two-
state models segregate allosteric models from interven-
tion models (compare Sections 14.2.1 and 2.5.1).

Unfortunately, according to the classical understand-
ing of allostery, two-state reaction schemes of allostery
were not requested to be cyclic (Fig. 15.3) (Monod et al.
1965), as in the Koshland models (Katz & Thesleff 1957;
Botts & Drain 1958; Koshland et al. 1966; Harber &
Koshland 1967). Several authors maintained the non-
cyclic scheme (Karlin 1967; Colquhoun 1973; Thron
1973; Kurganov 1982), while others have mistakenly

intervention or allostery

modifier

primary binding site

competitive
ligand

orthosteric
ligand

interventor

non-competitive
ligand

secondary binding site

“kp”

Receptor unit / Effector

or modulator

activity -, catalytic-,
or transfer site

intrinsic
transduction

pathway

Figure 14.2. Cartoon of a combined receptive unit and effector (reactive-active entity). Ligands designated ‘competitive’, ‘non-
competitive’ and ‘inteventor’ all relate to one-state formulations (see Chapter 2 and 3), and the ligand designated ‘modulator’
relates to two-state formulations (see Chapters 5, 7 and 15). First, when the model for analysis is selected, the secondary ligand
(modifier) becomes either an interventor or a modulator. Modification by a secondary ligand, interventor or modulator, may either
affect (1) the binding at the primary site, (2) the intrinsic transduction of signal information, or (3) the catalysis and transfer per se,
kp, in the active site. In case the primary ligand is also a modifier molecule, there is auto-intervention or auto-modulation.
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presented the MWC-model as cyclic (Cornish-Bowden
1995, Fig. 9.2 or 2004, Fig. 11.6, Neet 1995). For the
simplest cyclic two-state model (cTSM) confer with sub-
chapters 5.7 and 5.8 and Figs. 5.4 and 14.3B.

We can summarize this section by recognizing that
when constructing models, as a minimum, the concept
of allostery requires (1) an explicit formulation of two
un-liganded conformation of its receptive unit, and (2)
the presence of at least two separate binding sites in the
receptive unit.

14.2. Definitions of Allostery and
Co-operativity

14.2.1. The Definition of Allostery Related to
Modeling

Of necessity, a definition of allostery in a strict sense is:
allostery is occupancy of a secondary binding site that (1) alters
orthosteric binding to or (2) alters elicited functional behavior
of an effector in a genuine two-state reaction scheme.

On ‘genuine two-state’ see Section 14.1.8.
Observe in this connection, especially for agonists

binding to receptors such as G protein-coupled receptors
and to transporters such as ligand-gated channels, that
primary ligands on binding to their primary sites may
induce or select an active conformation of the receptor or
channel molecule, but this conformational induction or
selection is generally not considered an allosteric me-
chanism, even though this primary binding site is remote
from the sites of activity or transfer and the reaction
scheme involves a genuine two-state mechanism. For
instance, consider channels and receptors for GABA,
ACh, glutamate, and serotonin. Thus, for GABA activat-
ing either the GABA-A channel or the GABA-B receptor
and for ACh activating either the mAChR receptor or the
nAChR channel, these ligand-operated activations are
generally not described as allosteric, but may certainly be
formulated by the cTSM, which is a pro-allosteric model
with only one binding site (see cTSM in Figs. 5.4 and
14.3). It is when several identical or near-identical primary
binding sites start to interact, that we glide into the realm
of co-operativity and therefore allostery. In relation to a
description of binding domains for primary ligand
attachment, at least three different types of sites will
appear: (1) primary ligand binding sites for metabolites,
endogenous signaling molecules, or drugs, (2) activation
sites for catalysis, transport, or transduction, and (3)
allosteric binding sites for heterotropic ligands or for
auto-modulators (Fig. 14.2) (e.g., Galzi et al. 1996).
Accordingly, often there is no strict distinction between
the use of these terms for binding sites.

For a different definition of allostery see Laidler and
Bunting (1973, p 370).

Evidently, in the use of ‘allostery’ we must cope with a
fact: semantic shutters are never tight.

14.2.2. The Definition of Co-operativity
Related to Modeling

The definition of co-operativity also requires a genuine
two-state mechanism when ‘co-operativity’ is included
under allostery in the strict sense. Furthermore, co-
operativity is suggested to only cover homotropic
allostery.

Therefore, again of necessity, a definition of co-
operativity in a strict sense is: co-operativity is occupancy
of a secondary binding site by a primary ligand that (1) alters
its own orthosteric binding to or (2) alters its own elicited
functional behavior of an effector in a genuine two-state
reaction scheme.

On ‘genuine two-state’ see Section 14.1.8.
It is important to realize that the two strict definitions

for allostery and co-operativity are needed when we want
to formulate the concepts of allostery and co-operativity
in explicit expressions (Table 14.2).

Table 14.3 lists algebraic formulations for strict
allostery and strict co-operativity.

Co-operativity may be an effect of substrates at
binding-catalysis in enzymes, of agonists at binding-
signaling in receptors, of transportees at binding-trans-
fer in transporters, and of ligands at binding-binding in
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MRS
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MR

MRS

R*MR*

MR*S R*S

R*

RS*

R

RS

+ cTSMTCM

CRS

Figure 14.3. The cubic reaction scheme (CRS) for allostery.
CRS is a basic model for allostery. The reaction scheme is
composed of a complete thermodynamic combination of the
cyclic two-state model (cTSM), and the ternary-complex model
(TCM). An asterix at the receptor symbol (R*) indicates an
active conformation, while receptor symbols without an asterix
(Rs) indicate re-active conformations. CRS is a prototype
model for the allosteric two-state model (ATSM), for the
homotropic two-state model (HOTSM) where M�S, and for
the cubic ternary-complex model (CTCM) (Weiss et al. 1996;
May et al. 2007a). In modeling the activity of the G protein
coupled receptors for the CTCM only the MR* (GR*) and
MR*S (GR*S) conformations are actively involved.
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carriers. In addition, co-operativity can be an enhance-
ment or an attenuation of the response as the concen-
tration of the primary ligand increases.

Allostery requires multi-sited systems, so that at least
two ligands � in the case of co-operativity at least two
identical substrates, agonists, or transportees � can bind
simultaneously to the functional unit and mutually
modulate binding or function. Thus, the regulatory
phenomenon of co-operativity is just one aspect of the
allosteric concept � viz. homotropic allostery.1

The models that best describe these definitions of
allostery and co-operativity are the allosteric two-state
model (ATSM) and the homotropic two-state model
(HOTSM) in Chapter 7.

14.3. Additional Aspects of Allostery and
Co-operativity

14.3.1. To Select Allosteric Schemes Instead of
Intervention Schemes

The loss of distinction in the meaning of allostery at a
theoretical level, as described in Section 14.1.4, further
comes from the confounding of two basic models
instead of combining them. The two models are the
genuine two-state model described in Chapter 5 and
the intervention model described in Chapters 2 and 3.
The models are shown and combined in a cubic
reaction scheme in Fig. 14.3. The simple intervention
model, also denoted the ternary complex model (TCM)

or mixed-load reaction scheme (Fig. 14.3), is often
referred to as an ‘allosteric’ scheme (Reinhart 1983;
Kwong et al. 1996; Pham & Reinhart 2001; Verhamme
et al. 2002; Fenton et al. 2004; Ehlert 1988, 2001, 2005;
Kenakin 2002, 2005, 2007; Birdsall & Lazareno 2005;
Price et al. 2005; May et al. 2007), although the model is
not allosteric in our strict sense. It is the combination of
TCM and cTSM that results in a true allosteric reaction
scheme with two binding sites and two conformations of
the un-liganded receptive unit.

For a description of allostery by equations, the two
basic requirements are (1) the binding of ‘two’ ligands
as in the TCM (Figs. 2.1A, 3.1B�C and 14.3), and (2)
an explicitly formulated conformational switch of an un-
liganded receptive unit as in the cTSM (Figs. 5.4 and
14.3). Thus, TCM and cTSM may be characterized
respectively as a pre-allosteric model and a pro-allosteric
model. Only when an explicitly expressed conforma-
tional switch and a ternary complexing are combined, as
in models by Monod’s laboratory (Fig. 15.3) (MWC �
Monod et al. 1965) and Koshland’s laboratory (Fig.
15.13) (KNF � Koshland et al. 1966; Harber & Koshland
1967), can we speak about an allosteric model (see the
cubic model in Fig. 14.3).2

For allostery, as indicated above, the two principles
from TCM and cTSM are best formulated in models by
simply combining these two reaction schemes, as in the
ATSM by Hall (2000) for heterotropic ligands and in the
HOTSM by Bindslev (2004) for a single type of ligand
(Chapter 7).

Once again, as described in Chapters 2 and 3 for one-
state mixed-load models, where receptive units are
exposed to two ligands, with either one different from
or both identical to a primary ligand, the modifier
effects of a ligand binding to a secondary site are
characterized as ‘intervention’ or ‘auto-intervention’,
whilst terms such as ‘allosteric’ and ‘co-operative’ are
saved for genuine two-state models in modeling. Like-
wise, the secondary ligand in one-state models is
designated an ‘interventor’, while in genuine two-state
models the secondary ligand is a ‘modulator’
(Table 14.1).

It is a good idea to make this nomenclature your
choice too. The reason is that it opens up possibilities
for exact model descriptions as illustrated in Table 14.3
where the difference in expression between one-state
intervention models (pre-allosteric TCMs) and cyclic
two-state models (pro-allosteric cTSMs) are contrasted
for both binding and function, and for ‘homo-’ and
‘hetero-’ as well.

Table 14.2. Listing of terms for allosteric dose-responses in a
strict sense

Allosteric response including co-operativity

Secondary ligand�
non-primary ligand

Hill coefficient for

synagics

Secondary ligand�
primary ligand

Heterotropic allostery nH Homotropic � co-operative

Positive �1 Positive

Negative B1 Negative

� Bell-shaped

� Reverse bell-shaped

1 Here, definitions of allostery and co-operativity are somewhat at
variance with those of other authors (e.g., Gutfreund 1995, p. 93;
Copeland 2000, pp. 367�368). As described in Section 14.3.4, the co-
operative effect, homotropic allostery, both in binding and in
functional studies is affected by heterotropic allosteric ligands � for
chorismate mutase (CM) by tryptophan and tyrosine (Helmstaedt et al.
2004), for aspartate transcarbamoylase (ATCase) by ATP and CTP
(Alam et al. 2004), and for hemoglobin by H�, CO2, and 2,3-DPG
(Berg et al. 2002, 2006). That is, three relatively complex systems.
Fortunately, for now, my definitions of allostery and co-operativity
seem adequate to tackle the synagic interactions for these and other
systems.

2 In allosteric models as in the MWC and KNF models of ternary
complexes (or higher), site ‘interactions’ become co-operative as they
involve a single type of ligand and two un-liganded states.
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14.3.2. To Choose a Loose Use of Terms

As a relief to the reader, the use of both adjective terms
‘co-operative’ and ‘allosteric’ is frequently adapted in a
colloquial fashion without strict insight and for no
particular model application (e.g., Bindslev & Wright
1984). The main reason is that the understanding of
regulatory mechanisms for most bio-molecular systems is
far from complete (Soudijn et al. 2004; Schwartz & Holst
2006; Urban et al. 2007).

While ‘co-operative’ is often used in a loose sense for
single ligand responses, ‘allostery’ is mostly taken to
mean heterotropic allostery if nothing else is specified.
In addition, as long as the degree of looseness in the use
of these terms is recognized, there should be no
problem. Thus, deviation from simple load-synagics is
designated co-operativity or homotropic allostery in binding
and functional assays with a single ligand present, while
when it is a ligand different from the primary ligand that
renders the deviation from simple load-synagics, we talk
about heterotropic allostery or just allostery.

For other approaches to and interpretations of the use
of the term ‘allosteric’, see ‘A note on the term allosteric’
by Jenkinson (2003, Appendix 1.6A, pp. 64�66).

The co-operative effect may display a shallow dose-
response relation compared with the hyperbolic curve
of a simple load dose-response � equal to negative
co-operativity, while positive co-operativity (Table 14.2)
enhances dose-response relations which are steeper
compared to simple load-relationships (Fig. 14.4).
Both are referred to as ‘non-Michaelian’.

Nevertheless, in the loose sense, an example of
positive co-operativity for transporters is the transport
of sodium in the sodium pump (Fig. 14.5) (Cornelius &
Skou 1988; Cornelius et al. 1998; Balshaw et al. 2000;
Morth et al. 2007), while an example of negative co-
operativity, as well as in the relaxed understanding, is
the self-inhibition by sodium of its own transport
through the epithelial sodium channel ENaC
(Fig. 14.6) (Fuchs et al. 1977; Sheng et al. 2004a,b;
Quinton 2007). The underlying mechanism of both
these reaction may of course be a genuine allosteric

Table 14.3. Comparison of parameters Bmax, Rmax and appKss between one- and two-state models

Type of experiment Model name Fractional Bmax or Rmax appKss

Binding of ONE ligand

Binding/two-states Cyclic TSM; pro-allosteric model 1 /

1 � L

AS � (1 � a � L)

Function/two-states Cyclic TSM; pro-allosteric model /

a � L

1 � a � L
/

1 � L

As � (1 � a � L)

Binding of TWO different or identical ligands

Binding/one-state different ligands Intervention/ modulation# or classic

TCM### pre-allosteric

1 /

1 � AM � M

As � (1 � c � AM � M)
##

Binding/one-state identical ligands Intervention/modulation# or classic

TCM### pre-allosteric

Different ligand; binding/two-states ATSM See Chapter 7

Identical ligand; binding/two-states HOTSM See Chapter 7

Function/one-state different ligands Intervention/modulation# or classic

TCM### pre-allosteric

/

1

1 � AM � M
/

1 � AM � M

As � (1 � c � AM � M)
##

Function/one-state identical ligands Intervention/modulation# or classic

TCM### pre-allosteric

Function/two-states different ligands ATSM### Cf. Chapter 7

Function/two-states identical ligands HOTSM Cf. Chapter 7

Nomenclature is as defined for the mixed-competitive OSM in Chapter 2 and the cTSM in Chapter 5.
#‘Intervention’ by modifier molecules has replaced nomenclature such as ‘mixed inhibition’, ‘mixed competition’, and ‘mixed activation’ as we move into the world of
augmenting as well as attenuating behavior intervened by interventory ligands.
##Ehlert (1988) in his ternary complex model (TCM) for ligand and G protein interactions has a constant a equal to reciprocal constants g in Hall (2000) and c in
Bindslev (2004). These are all intervention constants, whilst the c constant here is a heterotropic allosteric constant. Ehlert uses the term ‘allosteric’ to indicate
binding to a secondary site and his a constant is a measure for his heterotropic ‘co-operativity’. Both lines of thought are not to be attacked! Meanwhile, for the TCM, I
prefer ‘intervention’ instead of heterotropic ‘allostery’ and ‘positive intervention’ instead of ‘positive co-operativity’.
###The expression derived for appKss is equal to equations derived by Ehlert (1988) for ‘allosteric’ behavior. Meanwhile, the model employed by Ehlert is a classic
mixed competitive reaction scheme (Laidler 1958; Segal 1959; Frieden 1964; Cornish-Bowden 1995, 2004) and not a genuine two-state model. Therefore, Ehlert’s
derived parameters belong to the two-ligand intervention reaction scheme as detailed in Chapter 2 and not for heterotropic allostery as defined here in Chapter 14.
Heterotropic allostery is better described by the allosteric two-state model (ATSM) (Hall 2000) (Chapter 7).
The ternary-complex model (TCM) in the classic sense (Cornish-Bowden 1995) should not be confused with the ternary-complex model involving G proteins as
establish around the 1980s (De Lean et al. 1980). Classic-TCM consists of a tripartite complexation between a receptor and two different ligands, an agonist S and
an intervention molecule I. In the latter model, a G protein replaces the interventor I, and formulation of the two models are not identical (Weiss et al. 1996).
In comparison with the classic-TCM for catalysis, the G protein-TCM signaling has the constraint that only complexes with G proteins can be part of the active
receptor.
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scheme. Therefore, as presented in Sections 14.2.1 and
14.2.2, when we want to analyze data of dose-responses
deviating from simple load in a physical scheme by
mathematical expressions of either homotropic or
heterotropic allostery, the synagic model ought to � or
rather must � be a genuine two- or multi-state model.

Consult Chapters 3 and 7 for the difference between
negative co-operativity and either a complete substrate-
inhibition or an auto-inhibition with a bell-shaped dose-
response curve, as in Figs. 14.4 and 14.6E.

14.3.3. To Lean Towards Either V- or K-systems

In comparing one-state load models involving two differ-
ent ligands (described in Part I, Chapter 2) with ATSMs
(described in Part 2, Chapters 5 and 7), an immediate
similarity emerges between some mixed-load models and
allosteric V-systems, where there are variations only in
Vmax and not in the dissociation constant Kd. For other
mixed-load one-state models, they cover the same ground
as allosteric K-systems, where only the Kd varies while the
Vmax is constant. A more detailed analysis of the differ-
ences between one- and two-state models when it comes to
formulation, as demonstrated in Table 14.3, may relate to
allosteric V- and K-systems for enzymes, or K-, gamma, or
L-systems for receptors (Galzi et al. 1996). However, the
relevance of those V- and K-systems (Monod et al. 1965;
Nelson & Cox 2005; Weiner 2006, p. 401) has been
questioned (Cornish-Bowden 1995, 2004).

14.3.4. To Cause Allostery-upon-allostery

It should be realized that co-operativity, equal to
homotropic allostery, might be affected by heterotropic
ligands. For example, in Baker’s yeast, Sarccomyces
cerviciae chorismate mutase (ScCM) is an enzyme
where its substrate chorismic acid, chorismate, display
positive co-operativity, while two heterotropic ligands,
tyrosine and tryptophan, can affect the co-operative
dose-response curve for chorismate (Fig. 14.7). Thus,
tryptophan has a stimulatory effect on the balance in
ScCM between a reactive T-conformation and a catalytic
active R-conformation � an assumed T-R transition in
the enzyme � while tyrosine has an inhibitory effect on
the T-R transition induced from a common allosteric
binding site (Helmsteadt et al. 2001). Furthermore, in
ScCM, tryptophan has an inhibitory effect on the
positive co-operative effect induced by the substrate,
whereas tyrosine has an enhancing effect on the positive
co-operative effect of chorismate (Fig. 14.7). The
modulation by tyrosine and tryptophan seems to travel
through different pathways of molecular switches
(Schnappauf et al. 1998).

Both tryptophan and tyrosine can be products of
ScCM activity. Therefore, there exist complex interac-
tions between homotropic and heterotropic ligands in
the ScCM system, as well as in many other functional
systems with product allostery (e.g., see Berg et al. 2002,
2006 or Nelson & Cox 2005).

Examples of dose-response relations
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Figure 14.4. Principal diagram for various dose-response (d-r) curves. The d-r curve of positive co-operativity is steeper and the
d-r curve of negative co-operativity is shallower than the d-r curve for simple load. The co-operative effects are assumed due to
auto-modulation by the primary ligand itself. Thus, co-operative effects only involve a single type of ligand. The bell-shaped d-r
curve of auto-inhibition, as seen for instance in substrate inhibition, is either an auto-intervention (Chapter 3) or an auto-
modulation (Chapter 7) effect, depending on the model selected for analysis. The term ‘negative co-operativity’ does not usually
cover bell-shaped auto-inhibition.
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Figure 14.6. Typical recordings of self-inhibition by sodium in the epithelial sodium channel (ENaC). The hetero-tetrameric
ENaC composed of 2abg subunits (panel B) display desensitization in entities with a histidyl residue at position 282 replaced by
arginine in a-subunits while a similar replacement in the g-subunit at position 239 prevents the desensitization process (panel C).
With single point mutations in position 282 of the a-subunits replacing a histidyl residue with arginine, cysteine or glutamic acid,
ENaC also displays bell-shaped auto-inhibition of the steady-state current, Iss, with increasing sodium concentrations (panel E).
Taken with permission from Sheng et al. (2004b, Figs 1+3B, C).

Figure 14.5. Co-operativity in the sodium pump (Na,K-ATPase). The shark rectal gland Na,K-ATPase displays positive co-
operativity for both potassium (panel B, nH�1.5) and sodium (panel D, nH�1.7�2.3). Taken with permission from Cornelius et al.
(1998, Fig. 10).
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14.3.5. New Epithets for Allostery

Of late, epithets are in the making for modulators with
observed activation and inhibition in the absence and/or
presence of primary ligands, since it is now en vogue to
discuss the spontaneous activity for receptors and ligand-
gated transporters as part of allosteric models. Sugges-
tions for some of the modulators binding to an allosteric
entity have been ‘allosteric agonists’ (Soudijn et al. 2004)
and ‘inverse allosteric agonists’ (Bindslev 2004). Even
simple terms, such as positive and negative modulators (Pin
et al. 2004), may be better when ligands acting at a
secondary site can activate or attenuate the binding or
function of effectors in the presence or absence of pri-
mary ligands. Furthermore, we may operate with neutral
(positive or negative) modulators when having an effect
from a secondary site, but only in the presence of primary
ligands as for co-agonism (Johnson & Ascher 1987; Corsi
et al. 1996; Trist & Corsi 2000) (see Table 14.4).

Ligands can have more than one function, and
Schwartz and Holst (2006) have suggested the name
‘ago-allosteric modulators’ for compounds that are both

agonist and modulators (see also May et al. 2007b). The
therapeutic benefits of drugs with such complex beha-
vior await confirmatory proof, and furthermore a
theoretical basis is lacking for the supposed advantages
of this type of drugs. The conclusion to the story on ago-
allosteric modulators must await further experimenta-
tion and research.

14.4. More on the Meaning of Allostery

14.4.1. Allostery with Multi-subunit Complexes or
Multi-sited Units

On a casual level, to a substantial number of scientists,
the definition of allostery has changed completely, since
its introduction in the mid-1960s. Thus, ‘allosteric’
essentially just indicates the same as either positive
co-operativity or negative (inhibitory) non-competitive
interactions, where accelerator or decelerator modifiers
bind to secondary sites on the effector molecule, and
not necessarily to secondary sites in a subunit different

Figure 14.7. Heterotropic modified activity of chorismate mutase. Tryptophan reduces the co-operative effect of the substrate
chorismatic acid, but at the same time increase the affinity for the substrate. Tyrosine has the opposite effect as it increases the
chorismatic acid co-operative effect, while simultaneously reducing its overall affinity.

Table 14.4. Terminology for ligands with effects at primary (orthosteric) and secondary (modulator, allosteric) binding sites

At the primary site At a secondary site

In presence or absence of other

ligands

Only in presence of other

ligands

In presence or absence of other

ligands

Only in presence of other ligands

AGONIST POSITIVE MODULATOR NEUTRAL POSITIVE MODULATOR

NEUTRAL ANT-AGONIST MODULATOR NEUTRAL MODULATOR

INVERSE AGONIST NEGATIVE MODULATOR NEUTRAL NEGATIVE MODULATOR

Ligands that work at both primary and secondary binding sites may be positive and named enhancers or they may be negative and named inhibitors or as recently
suggested ‘ago-allosteric modulators’ (Schwartz & Holst 2006; 2007) or ‘allosteric agonists’ (May et al. 2007b) with both positive and negative effects between ‘ago’
and ‘allo’. For ‘co-agonist’ see Trist and Corsi (2000).
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from the subunit possessing the primary site. The fact
that allosteric phenomena also takes place in mono-
meric effectors, contrary to fulfilling the strict definition
of allostery in the MWC model, has no doubt played a
role in loosening the definition of ‘allostery’ in recep-
tology, where until recently most receptors were thought
of as monomeric entities. Next, I illustrate three
examples of this dilemma of meaning.

(1) First example of allostery for a ligand at GPCRs or
channels. Acetylcholine is the endogenous ligand at
mucarinic G protein-coupled receptors (mAChRs) and
acetylcholine-dependent nicotinic effector channels
(nAChRs). The muscarinic receptor subtype M2 is an
example of a single-subunit receptor molecule that
demonstrates accelerated allostery as well as heterotro-
pic inhibition (Vogtländer et al. 2003). This must
require at least two binding sites. Where these sites are
in the M1 and M2 receptor molecules is still an enigma
(Johren & Holtje 2002; Krejci et al. 2004; Huang & Ellis
2007), although copious searches for binding sites are
closing in (Fig. 14.8) (Trankle et al. 2005; Han et al.
2005; Wess 2005; Peng et al. 2006). The allosteric

binding site in mAChRs even seems able to adapt two
different heterotropic modulators simultaneously
(Fig. 14.8) (Trankle et al. 2005).

Meanwhile, di-merization or multi-merization of mus-
carinic receptor units (Zeng & Wess 1999; Park & Wells
2004) as the cause of muscarinic allostery is still a
possibility for consideration (Novi et al. 2004), although
it seems evident that there are several binding sites in
the single mAChR subunits (Trankle et al. 2003, 2005;
Avalani et al. 2004). Even so, for functionality, Tränkle
et al. (2003) have also suggested M2 dimers or oligomers
as possibilities.

In a recent paper on a phospholipid assembly system,
co-operativity is first established when mono-meric M2
receptor units are tetra-merized (Ma et al. 2007).

Due to the crystallization capabilities of the nicotinic
receptor, where major parts of the nAChR have been
resolved at a 4-Å level (Fig. 14.9A�B) (Miyazawa et al.
1999, 2003; Unwin 2005), its edifice, function, desensi-
tization, and location of primary binding sites in relation
to gating (Mitra et al. 2005; Lee & Sine 2005; Cymes
et al. 2005; Mukhtasimova et al. 2005; Elenes et al. 2006;

Figure 14.8. Docking simulation of modulators and agonists in muscarinic receptors. Panel A shows docking at the allosteric
site for various combinations of two modulators simultaneously (sub-panel A: NMS at the lower orthosteric site with WDuo3 and
W84 in the upper allosteric site) in human M2 receptor subtype (from Trankle et al 2005, Fig. 8). Panel B shows two tacrine
modulator molecules (yellow and green) in the allosteric site of the M2 receptor subtype (similar to sub-panel B in Panel A) and
NMS (white) in the orthosteric site (from Wess 2005, Fig. 1). Panel C is a simulation of acetylcholine (golden orange) bound in
the orthosteric site of an M3 receptor subtype (from Han et al 2005, Fig. 8). All figures reproduced with permission.
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Mukhtasimova & Sine 2007) are ahead of a similar
location of binding sites and mechanism of action for
the mAChRs.

(2) Second example of allostery for a ligand at GPCRs
or channels. The dilemma of choosing between models
of multi-meric entities and multi-sited mono-meric unit
is related to the orthosteric binding sites for GABA as
primary ligand and the secondary binding sites for
allosteric ligands, such as benzodiazepines and anes-
thetics, in the GABA-A channel molecule. The func-
tional GABA-A (and GABA-C) effector consists of five
subunits, just as the next of kin in the family of cys-loop
ligand-gated nAChR, glycine-R, and 5-HT3R channels
(Thomson & Lummis 2006). With inferences and
parallel information from the structural resolution and
location of binding sites in the nAChR channel receptor
(Fig. 14.9) (Miyazawa et al. 1999, 2003; Unwin 2003,
2005; Lee & Sine 2005), the primary binding sites of
GABA-A are being tracked down, although the exact
structure and location of both primary binding sites and
allosteric binding sites in GABA-A/C remain uncertain
(Fig. 14.10A�B) (Olsen et al. 2004; Jensen et al. 2005;
Lummis et al. 2005; Chen & Olsen 2007).

Reverting the path from channel to receptor for
GABA, the primary binding site in the dimeric GABA-
B receptor is on one subunit (B1), while allostery is
elicited by the second subunit (B2), Fig. 14.11A (Pin
et al. 2004; Binet 2004) and Fig. 14.11B (Kubo &

Tateyama 2005). Furthermore, again challenging our
imagination is the naming and modeling of another
channel-receptor pair for glutamate, iGluR and mGluR,
see for instance Dingleline et al. (1999), Planells-Cases
et al. (2006), and Pin et al. (2005; Chen et al. 2007;
Frauli et al. 2007). Both the GABA-B receptor and the
mGluRs are from class C of GPCRs.

(3) Third example of allostery for enzymes and their
substrates. Although multi-subunits are the dominating
scenario for allosteric functionality (Goodsell & Olson
2000), allosteric behavior has been claimed for two
mono-meric enzymes: ribonucleoside diphosphate re-
ductase, RNR, and pyruvate-UDP-N-acetyl-glucosamine
transferase (York 2002), and for others such as members
of the hexokinase family (Kamata et al. 2004; Nishimasu
et al. 2007), as well as for over 50 enzymes supposed to
be mono-meric (Kaiser 1980); although the claims by
Kaiser probably no longer hold for all the enzymes.

In passing, one of the above mentioned mono-meric
enzymes, RNR, only functions as a hetero-dimer (Cory
2002, 2006, p. 807). Therefore, the quest comes to the
fore: is the functional form of RNR a mono-meric or a
dimeric complex? Section 14.4.2 provides a solution to
this controversy.

Note: glutamine 5-phosphoribosyl-1-pyrophosphate
amidotransferase is an example of an enzyme more
active in its mono-meric than in its dimeric form! (Cory
2002, p. 833 or 2006, p. 792).

Figure 14.9. Structure of the nicotinic acetylcholine receptor channel, nAChR. Models are built based on X-ray diffraction
studies and cryo-fractional studies at a structural resolution of about 4 Å. Detailed information about the coupling between
binding-gating in this channel structure is now available (Lee & Sine 2005; Cymes et al 2005). Panel A is a ribbon diagram of the
whole nAChR with a view parallel to the cell membrane (from Unwin 2005, Fig. 3). Panel B illustrates the acetylcholine-(ACh)-
induced rotation transmitted to the gate - a hydrophobic segment in the middle of the membrane passage encased by five M2
helices of which only two are shown (from Miyazawa et al 2003, Fig. 6). Both figures with permission.
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Figure 14.10. Structure of the GABA-A receptor channel. The likely positions of binding sites for GABA and benzodiazepines
(B2D) are illustrated on a donut model (panel A) and potential ethanol binding sites (red dots) on a 3-D graph (panel B). Both
panels are taken from Olsen et al. (2004, Figs. 3 and 5) with permission.

Figure 14.11. Ribbon model and cartoons of allosteric transmission in a GABA-B receptor. The primary ligand GABA binds
extracellularly in Venus fly traps (VFTs) while allosteric modulators bind in the membrane-passing helical domains (HDs) of
subunit B1. The Venus fly traps switch closer to each other in the homo-dimer upon binding of an allosteric ligand. Cartoon A
illustrates activity on ligand binding of the HD in the same subunit (cis) as well as in the other subunit (trans) for homo-dimers. In
hetero-dimers only trans-activation occurs. In cartoon B, B1 facilitates the coupling of B2 to G protein whilst B2 increases the
affinity of B1 for GABA. Panel A taken with permission from Pin et al (2005, Fig. 2) and Panel B from Kubo and Tateyama (2005,
Fig. 1).
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14.4.2. Allostery with Mono-mers

The key-question is: are there mono-meric effector
molecules where the localization of both a primary site
and an allosteric site has unquestionably been demon-
strated on the same subunit? The answer seems to be a
resounding ‘Yes’. For example, the enzyme ribonucleo-
side triphosphate reductase (RTPR, EC 1.17.4.2) be-
longing to the class II ribonucleotide reductases (RNR),
responsible for conversion of ribonucleotides to the
deoxy-form, operates as a monomer. Instead of an
allosteric site established at the interface between two
subunits, as for class I and III RNRs, class II RNR has an
allosteric site conserved in its monomeric sequence. The
3-D structure of its modifier site for binding of ATP or
deoxy-nucleoside triphosphate modulators is resolved at
the 1.7-Å level (Sintchak et al. 2002). The modulator
binding site involves a stretch of 130 residues plus
shorter flanking segments, residues 147�158 and 298�
313, of the monomeric sequence for class II RTPR
(Fig. 14.12). Thus, the functional monomer RNR
mentioned by York (2002) is not the ribonucleoside
diphosphate reductase, but the ribonucleoside tripho-
sphate reductase.

Another classic example of allostery in a monomeric
enzyme is hexokinase, allosterically regulated and even
with an ‘induce fit’ upon ligand binding (Nelson & Cox
2005, p. 218; Weiner 2006, p. 371).

With the surge in our acceptance of di-merization, tri-
merization and multi-merization as requisites for regu-
lated functionality of receptors (Brady & Limbird 2002;
Franco et al. 2007; Milligan & Smith 2007; Niv & Filizola
2007), enzymes and carriers (Berg et al. 2002, 2006;
Nelson & Cox 2005), channel transporters and pumps
(Unwin 2005; McKinnon 2003, 2004; Long et al. 2005;
Gouaux & McKinnon 2005; Chen 2005) and maybe even
non-channel transporters (Zelcher et al. 2003; Simard
et al. 2004; Brunet et al. 2005), it has become more
convincing that allostery as a regulatory mean is a
consequence connected to a complex of multiple
subunits in effector proteins rather than in mono-meric
effectors.

Nonetheless, in spite of the current tendency to
assume in general that several subunits must come
together for modulatory effects in receptors, enzymes,
and transporters, it still lingers that some single-subunit
receptive molecules may also display genuine allosteric
effects (e.g., Fig. 14.8) (Trankle et al. 2005; Wess 2005;
Grossmuller et al. 2006).

Whether di-merization or multi-merization of recep-
tive systems in general is an absolute prerequisite for
allosteric behavior, except for a few odd cases of mono-
meric enzymes as the RTPR of class II RNRs, small soluble
enzymes like the D or IV hexokinase I (Aleshin et al.

2000; Lunin et al. 2004; Kamata et al. 2004), and possibly
the mAChRs (Trankle et al. 2005), only time will tell.

14.4.3. Allostery with Two Different
Primary Ligands

Allostery may of course be a matter of definitions. For
example, there is a concerted translocation of sodium
and D-glucose in the sodium/D-glucose cotransporter
SGLT1, both types of transportees affecting the transfer
of each other. Based on studies with the Na�/D-glucose
cotransporter from bacterium Vibrio para-haemolyticus
(vSGLT), the SGLT1 is supposed to be a functional
monomer (Turk et al. 2000). In fact, a more detailed
understanding of this and other cotransporters may be
imminent after a recent and dramatically high resolution
at 1.65 Å of the binding sites for a family member of
cotransporters from the bacterium Aquifex aeolicus
(Fig. 14.13) (Yamashita et al. 2005). Will the day come,
where we describe the interactions between sodium and
D-glucose in the SGLT cotransporter (Wright et al. 2004;
Eskandari et al. 2005) as allosteric? For this to happen,
we will probably need a demonstrable constitutive activity
in SGLTs (Fig. 14.14), and an acceptance of ‘allostery’
assigned to the transfer of primary ligands. The most
recent understanding for Na and D-glucose transfer in
SGLT is actually a four-state allosteric model (Figs. 14.14
and 6.9E).

14.4.4. Allostery with Reverse Bell-shaped
PTX-sensitive Synagics

Reverse bell-shaped behavior is an initial lowering
of spontaneous activity at low ligand concentration
followed by a surge in activity at higher concentrations.
Let us look in more detail at the reverse bell-shaped
relation in relation to the allostery concept. Question: is
reverse bell-shaped synagics due to multi-meric allostery
or is it due to bifurcation elicited down-stream in the
signaling path, where bifurcation is ‘signal trafficking’ in
Kenakin’s terminology or some other mechanism as the
G protein-independent signaling (Sun et al. 2007)? The
following possibilities discussed to explain mono-ligand
induced reverse bell-shaped behavior are listed in
Table 14.5.

Reverse bell-shaped dose-responses have been found
for m2, m3, and m4 receptor subtypes each expressed as
the sole receptor in CHO-cells and other cell types,
producing cAMP when stimulated with carbachol alone
(Migeon & Nathanson 1994; Hornigold et al. 2003;
Griffin et al. 2003). When only a single receptor subtype
is expressed, the reverse bell-shaped behavior may be
due to a promiscuous interaction by the expressed
receptor subtype interacting with both Gi/o and Gs
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proteins. As nicely shown, very often, reversed bell-
shaped dose-responses may be eliminated by inhibiting
Gi/o-a GTPase activity with pertussis toxin (PTX), thus
indicating bifurcation between G proteins in the trans-
duction as an explanation for the bell-shaped behavior
of response (Fig. 14.15) (Michal et al. 2001; Accomazzo
et al. 2002; Griffin et al. 2003). In certain studies this is
likely the case, since PTX poisoning eliminates the

inhibitory leg of the reverse bell-shape dose-response
curves in its low concentration range in several studies
(e.g., Jones et al. 1991; Migeon & Nathanson 1994;
Schindler et al. 1998; Carruthers et al. 1999; Michal
et al. 2001; Accomazzo et al. 2002; Griffin et al. 2003;
Cordeaux et al. 2004). Another interpretation is that
PTX interferes with certain allosteric binding sites on
the muscarinic receptor subtype, especially for the m3

Figure 14.12. Allosteric backbone segment in a monomer. Snake-diagrams of the three classes of ribonucleotide reductases
(RNRs) are aligned. In class II there is an intrinsic back-bone segment in the monomer to mediate allosteric behavior of the
enzymes. The corresponding segment in class I and III RNRs exists as a separate b-subunit. Taken with permission from
Sintchak et al. (2002, Fig. 6).
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subtype which until recently was known not to interfere
with the Gi/o protein, although, now that is a possibility
(Akam et al. 2001).

Nevertheless, another possible bifurcation that may
display reverse bell-shaped dose-responses is signaling
induced by both the G protein alfa subunit and the beta-

gamma complex released at activation (Clapham & Neer
1997; Mirshahi et al. 2003; Du et al. 2004). This other
possibility is an inhibitory action of the released Gi/0-bg
(Migeon & Nathanson 1994). Meanwhile, this pathway
will also be eliminated by the action of PTX (Table
14.5).

Figure 14.13. Leucine-sodium-binding site of a Na/Cl cotransporter. Structure simulation by X-ray diffractions from a crystal of
the sodium/chloride/lysine cotransporter in bacterium Aquipex aeolicus. The binding site for two sodium ions and the lysine
molecule is resolved at a crystal-clear 1.65 Ångstrøm. This exquisite study should certainly spark and spur structural models for
other cotransporters in the near future (Hirayama et al. 2007; Indarte et al. 2007). Figure from Yamashita et al. (2005, Fig. 3a)
with permission.

Figure 14.14. Four-state allosteric model for the SGLT cotransporter. Panel A is a two-state model for SGLT from Parent et al.
(1992, Fig 2). Panel B is a novel four-state reaction scheme to explain movements of two Na� ions and D-glucose in SGLT.
From Loo et al. (2006, Fig 9). Both panels reproduced with permission.
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A novel possibility for reverse bell-shaped synagics,
independent of PTX poisoning in single receptor sub-
type expression systems, is the G protein-independent
GPCR signaling as detected by several research groups
(Zhai et al. 2005; Rajagopal et al. 2005; Sun et al. 2007).

14.4.5. Allostery with PTX-resistant Reverse
Bell-shaped Synagics

Experiments that will challenge our imagination are
studies with expression of a sole subtype receptor where
PTX poisoning does not eliminate the inhibitor leg of
reverse bell-shaped dose-response. Such studies are, for
instance, a recent study on the muscarinic receptor
(mAChR) subtype 3 showing reverse bell-shaped syna-
gics resistant to PTX poisoning (Fig. 14.16). Therefore,
a challenge to modeling is the observed reverse bell-
shaped dose-response curves that are independent of
PTX poisoning. An example of experiments with mono-
ligand and mono-subtype receptor induced reverse bell-
shaped dose-responses are depicted in Fig. 14.16A.
Thus, even with PTX poisoning, mono-ligand induced
reverse bell-shaped dose-responses have been observed
for stimulation of the m4 subtype receptor (Migeon &
Nathanson 1994) and more explicit for the m3 receptor
subtype (Fig. 14.16B) (Hornigold et al. 2003). These
studies temporarily exclude bifurcation via Gq/11 and
Gi/o, Gi/o-a and Gi/0-bg or the allosteric effect of PTX per
se as explanations for the phenomenon of reverse bell-
shaped relationships with a single ligand.

The explanation I favor for the mono-ligand and
PTX-independent reverse bell-shaped synagics in
Fig. 14.16B (Hornigold et al. 2003) is a genuine HOTSM
scheme, as an intrinsic mechanism for the reverse bell of
mAChRs function. The HOTSM can easily describe the
observed reverse bell-shaped behavior without the help
of PTX poisoning (Fig 7.27) (Bindslev 2004).

14.4.6. Allostery with Covalent and Intra-steric
Modifications

Examples of non-covalent modification are listed in
Table 13.4 and examples of covalent modification are
listed in Table 13.5. Activation of AMP-kinase (AMPK)
with both covalent and non-covalent regulatory modifi-
cations is one such example (Adams et al. 2004). The
covalent phosphorylation of AMPK regulates the en-
zyme activity, while ATP as a ligand by cross-binding to
both AMPK’s a- and g-subunits interacts with the
allosteric effects of another ligand, AMP, at AMPK.
ATP is thus both an allosteric, non-covalent ligand and
used for covalent regulation as phosphorylation.

Another non-covalent regulation, the intra-steric reg-
ulation, is a widespread phenomenon in several protein

Table 14.5. Possible mechanisms for reverse bell-shaped
synagics

Mechanism

Pertussis

toxin-sensitive

Involvement of several subtype receptors Yes and No

Subtype receptor coupling to several G proteins Yes and No

Gsa and Gsbg/Gq/11-a and Gq/11-bg No

G0/i-a and G0/i-bg Yes

Bifurcation downstream of G proteins No

Negative leg of the reverse bell removed

allosterically by PTX

Yes

G protein-dependent and G protein-independent

pathways

No

Allostery in the single subtype receptor according

to HOTSM

No

Figure 14.15. Reverse bell-shaped dose-response relation
for PGE2 stimulation. Pertussis toxin (PTX) in panel B
eliminates the negative leg of the control dose-response in
panel A. Modified from Accomazzo et al. (2002, Fig. 4) with
permission.
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effector families, with the kinase superfamily and
its family members (Niedner et al. 2006) as major
contributors.

14.4.7. Allostery with Unknown Mechanisms

In the loose sense of allostery, there are still many
unexplained observations of aberrant behavior that
need a closer look. Some are listed as ‘functional
selectivity’ (Urban et al. 2007), while others have their
ligands characterized as ‘ago-allosteric modulators’ or

‘allosteric agonists’ (Schwartz & Holst 2006, 2007; May
et al. 2007b).

14.5. Summing Up Some Views on
Allostery and Co-operativity

14.5.1.1. Soft Use of Terms
In conclusion, due to historical developments, groups of
scientists from different fields will use the adjective
‘allosteric’ and its noun ‘allostery’ or ‘allosterism’ with

Figure 14.16. Reverse bell-shaped synagics independent of pertussis toxin poisoning. The depicted study is an example of a
sole receptor (either muscarinic receptor subtype M2, M3, or both) rendering reverse bell-shaped dose-responses of cAMP
production induced by methacholine (MCh) (panel A). Modified from Hornigold et al. (2003, Fig. 4). The reverse bell-shaped
synagics by the expressed M3 receptor subtype alone is not eliminated by pretreatment with pertussis toxin (PTX) (panel B).
+FK indicate forskolin background activation. From Hornigold et al. (2003, Fig. 5a) with permission.
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variable meanings. Some will relate to microscopically
defined intermolecular conformational changes be-
tween subunits (Monod et al. 1965) or mono-meric
antibodies brought together (Metzger 2002), some to
non-specified intra-molecular conformational changes
within cotransporters (Bindslev & Wright 1984) some
modeled (Eskandari et al. 2005) and others to specified
intra-molecular conformational changes in monomers
(Aleshin et al. 2000; Turk et al. 2000; Yamashita et al.
2005). Some find overlaid intra-steric and allosteric
control (Adams et al. 2004), others even allostery
without a conformational change but with entropy
effects (Harris et al. 2001; Vistoli et al. 2007), while
others will use the terms referring to dose-responses that
deviate from a simple hyperbolic relationship without
specifying molecular mechanisms for an explanation.
Additionally, others will even use the term allostery in
connection with co-agonism and concave/convex bell-
shaped synagics (Corsi et al. 1996; Bindslev 2004)
(Chapter 7). The so-called intervention behavior in
the TCM (Chapters 2 and 3) is often equated with
allostery in pharmacology (Kwong et al. 1996; Pham &
Reinhart 2001; Ehlert 1988, 2005; Kenakin 2005, 2007;
Birdsall & Lazareno 2005; Price et al. 2005; May et al.
2007a).

14.5.1.2. Homo- and Heterotropic Allostery
Allosteric entities have different mechanisms for co-
operative (homotropic) effects and for allosteric (het-
erotropic) behavior. The precise mechanism for a host
of allosteric interactions have more or less been estab-
lished, e.g., CM, ATCase, and Hb (Berg et al. 2002;
Nelson & Cox 2005), although an unambiguous opinion
about many of these mechanisms cannot be reached.
For most systems, homotropic and heterotropic me-
chanisms of allostery remain in the dark.

‘Co-operativity’ is mostly used as a phenomenologi-
cally characterizing term when a single ligand does more
than induce simple hyperbolic dose-responses. Thus,
numerous researchers use ‘co-operativity’ to signify
when heterotropic modulators induce odd behavior
not following a simple load dose-response relation,
also characterized as non-Michaelian.

As stated already, the allosteric ligands are molecules
that bind to remote sites, physically detached from the
primary binding site, and by binding induce conforma-
tional changes or select a preestablished conformational
state in primary binding or active sites � even of the
unliganded effector (Figs. 14.3 and 15.3). Thus, the
designation of allosteric isomerization is a concept about
a mechanism linking topographically distinct sites. In
certain effectors, even though their primary binding sites
are also at a distance from the site of activation, as in
ligand-gated ion channels, these ‘modulator’ sites at
primary binding sites are not considered allosteric.

14.5.1.3. From a Modeler’s Point of View
The terms ‘allostery’ and ‘co-operativity’ in a strict sense
are defined in Sections 14.2.1 and 14.2.2. It is recom-
mended when formulating allosteric models with the
purpose of deriving equations for data analysis, that
allostery, both hetero- and homo-tropic, should include
a genuine two-state mechanism explicitly expressing two
conformations of the un-liganded receptive unit. Con-
trary to this, we may use terms as ‘non-competitive’,
‘mixed inhibition/activation’, ‘ternary complex model’,
or ‘intervention schemes’ when formulating one-state
models.

14.5.1.4. Strict Allosteric Models
The simplest allosteric model, which is also thermo-
dynamically complete, is the ATSM by Hall (2000). In
homotropic allostery, equal to co-operativity, this model
is converted to the HOTSM as described by Bindslev
(2004).

14.5.1.5. Allo- Upon � Allo-
Regulator mechanisms via allosteric contrivances can be
extremely intricate. Examples are the chorismate mu-
tase enzyme (Fig. 14.7 and Section 14.3.4), and the
glutamine synthetase complex (Section 13.4.1, Fig 4.5).
Furthermore, ligands may have pleiotropic functions
and become ago-allosteric modulators (Schwartz &
Holst 2006) or multi-functional ligands in ligand-depen-
dent functional diversity, with so-called ‘functional
selectivity’ (Urban et al. 2007).

14.5.1.6. K-, V-, and L-systems
There is a tendency to further evolve the concepts of K-
and V-systems originally based on the ideas of systems
following specified synagic models (Galzi et al. 1996).
Meanwhile, these classifications are seldom represented
in nature (Cornish-Bowden 1995) and can probably be
abandoned in the future.

14.5.1.7. Reverse Bell-shaped Synagics and
PTX Poisoning

Reverse bell-shaped dose-responses may have several
explanations. Bifurcation via Gq/11 and Gi/o, Gi/o-a and
Gi/0-bg, or due to simple homotropy as described in the
HOTSM (Fig. 7.1B). An alfa/beta-gamma bifurcation
was rejected in an m4 expression system as explanation
for reverse bell-shaped synagics (Migeon & Nathanson
1994). The ‘alfa/beta-gamma-bifurcation’ explanation
may also be rejected for the m3-methacholine reverse
bell-shaped dose-response study of Hornigold et al.
(2003), since the PTX-poisoning did not eliminate the
negative leg of dose-response curves (Fig. 14.16). Re-
verse bell-shaped synagics persisting after PTX poison-
ing can be analyzed by the HOTSM (Bindslev 2004). For
the heterotrimeric G proteins, the beta-gamma dimers
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other than that from the Gi/o hetero-trimer may be
players. Furthermore, part of the GPCR signalling may
circumvent G proteins (Zhai et al. 2005; Sun et al. 2007).
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15CHAPTER

Allostery and Development
of its Models

15.1. Use, Non-use, and Misuse of the
Function of State R

15.1.1. Hill-Adair-Pauling and Monod-Koshland
Models

It is over 100 years since Christian Bohr and collaborators
published papers on the sigmoidality1 of concentration-
response relations at equilibrium, synagics, for
O2-binding to hemoglobin (Bohr 1904a,b; Bohr et al.
1904). A re-plot of their data is given in Fig. 15.1. The
experimental results in Fig. 15.1 display a clear deviation
from load synagics. This deviation is not the so-called
‘Bohr-effect’. The Bohr-effect is the rightward shift of the
whole hemoglobin-O2 binding curve due to respiratory
acidosis as demonstrated in Fig. 15.1 by increasing
CO2-tension.

Since Bohr’s discoveries, possible explanations for the
sigmoidality of interaction between O2 and hemoglobin
as well as for non-hyperbolic behavior of enzymes and
other receptive systems have engaged a host of research-
ers, who have developed allosteric models for the load-
aberrant behavior (see Box 15.1).

The analytical challenge of the non-Michaelian syna-
gics in Fig. 15.1 has provoked numerous theoretical
models. These models have a long and colorful history
(Hill 1910; Adair 1925; Pauling 1936; Wyman & Allen
1951; Monod et al. 1965; Koshland et al. 1966; Wyman &
Gill 1990; Perutz 1990, 1998; Changeux 1993; Bettati
et al. 1998). The challenge still prompts the ongoing
debate on mechanisms of allostery and co-operativity for
enzymes and carriers (Cornish-Bowden 1995, 2004; Papa
et al. 2004; Tsuruta et al. 2005; Fetler 2007), for
receptors (Christopoulos 2002; Christopoulos et al.
2004; Kenakin 2004; Urban et al. 2006; May et al.

2007), for ligand-gated transporters (DiFrancesco
1999, 2006; Altomare et al. 2001; Changeux & Edelstein
2001, 2003, 2005; Burzomato et al. 2004), as well as for
other types of transporters (Paucek & Jaburek 2004;
Eskandari et al. 2005; Yusef et al. 2006; Ye et al. 2006;
Miller 2006; Meyer et al. 2007; Alexander et al. 2007).

Theoretical reaction schemes in formulated expres-
sions such as the Hill-Adair-Pauling (HAP) models and
the Monod-Koshland (MK or ‘Mon-land’) models have
often been the base for analyses of dose-response data,
and several extensions of these models have flourished.

To mention a few illustrative examples, see for
instance Kurganov (1982), Hill (1985), Tuk and van
Ostenbruggen (1996), Weiss (1997), Cornish-Bowden
(2004), and Michel (2007).

Synagic and kinetic theories have been one-, two-, and
multi-state models for binding and for function (Gros-
man & Auerbach 2000; Altomare et al. 2001; Scaramellini
& Leff 2002; Giraldo 2004; Avlani et al. 2004; Zhou et al.
2005; Colquhoun 2006; Loo et al. 2006; Jager et al. 2006).

Recently, new powerful models to explain allosteric
phenomena at equilibrium have been suggested. They
include a cubic allosteric two-state model (ATSM) in
relation to heterotropic allostery (Hall 2000), a cubic
homotropic two-state model (HOTSM) related to homo-
tropic allostery, equal to co-operativity (Bindslev 2004),
and a cubic ternary- and a cubic quaternary-complex
model (CTCM) and (CQCM), relevant for G protein-
coupled receptors (Weiss et al. 1996a,b,c; Christopoulos
et al. 1998; Kenakin et al. 2000, pp. 147�169; Christo-
poulos & Kenakin 2002). These new models are treated
in more detail in Chapter 7.

The mentioned cubic two-state models may be char-
acterized as analog schemes in comparison with the
HAP- and MK-models, which could be said to be based
on digital reaction schemes. While the HAP schemes are
one-state models, the ‘Mon-land’ and cubic reactions1 See Section 8.1.1 and Fig. 8.2 about sigmoidality.

# 2008 N Bindslev. This book and all matter and items published therein are distributed under the terms of the Creative Commons Attribution-Noncommercial 3.0
Unported License (http://creativecommons.org/licenses/by-nc/3.0/), permiting all non-commercial use, distribution, and reproduction in any medium, provided the original
work is properly cited.
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schemes are mostly two-state models with a different
terminology (Table 15.1).

15.1.2. New Allostery Models FP-TSM and
CQCM, and Their Hybrid Model

The HOTSM and the ATSM can be combined into a so-
called four-pane two-state model (FP-TSM) (Fig. 15.2),
where a receptive unit, R, has an orthosteric and an
allosteric (modulator) binding site presented to two
different ligands (see also Figs. 5.9, 7.2, and 7.3). In the
FP-TSM, ligands can (a) bind to either site, the same as
‘co-lateral’ binding, and (b) bind simultaneously, equal to
mutually ‘inclusive’ binding. Binding in this scheme
yields nine conformations (front of Fig. 15.2). Further-
more, (c) all nine reactive conformations can switch to
an active state and back, therefore the FP-TSM consists
of 18 conformations (Fig. 15.2).

Indeed, in the context of future analysis, one objective
of this book is to spark research in an area that combines
the HOTSM and the ATSM into the FP-TSM as in
Fig. 15.2. The FP-TSM has an alarming 17 independent
system constants (Fig. 7.3). Although the 17 parameters
may be reduced to about 12 constants by making some
simplifying assumptions, analysis of the FP-TSM is still
terrifying. Or is it? Maybe not, when we think of the
people, the efforts, and the funding that has gone into
and continues to go into solving 3-D structural con-
formations of protein molecules for the purpose of
understanding their function, the so-called structure-
activity-relationships (SARs) in the drug discovery busi-

ness with over 26 million compounds synthesized and
tested so far (Lameijer et al. 2006).

A more distant aim of this book is to provoke an
appetite for an attack on solutions to the CQCM, on top
of a FP-TSM. The goal is that these two models are
worked out separately, and, additionally, scrutinized
when combined. Note in this connection that just
as G proteins are allosteric modulators (Sprang et al.
2007) G protein-coupled receptor molecules may them-
selves be thought of as allosteric modulators, i.e.,
modulators for the heterotrimeric G protein complex
(Bourne et al. 1990; Kenakin 2004). This view is at least a
theoretical reality and therefore will affect models such
as the CQCM as well as hybrid models of CQCM and
FP-TSM.

Figure 15.1. Molecular oxygen binding to horse hemoglobin with increasing CO2 tension. Modified from Bohr and coworkers
(1904).

R* R*SR*M

MR*SMR*MR*M

SR*M SR*SSR*

FP-TSM

R RSRM

MRS

SRSSR

MR

SRM

MRM

Figure 15.2. The four-pane two-state model (FP-TSM). The
reaction scheme is a combination of the allosteric two-state
model (ATSM) and the homotropic two-state model (HOTSM)
in a thermodynamic regime with complete reciprocity.

378 Part IV: Super-Complex Modulation



However, these objectives are for the future. In the
meantime, here is a short account of some models that
have dominated the analytical scene for non-Michaelian
synagics over the last forty years, and a few consequences
of these models.

15.2. The MWC Model

15.2.1. The Origin of MWC

In a concluding section of the transactions from a
meeting in Cold Spring Harbour in 1961, Monod and
Jacob introduced the term ‘allosteric’ for co-operativity
(Monod & Jacob 1961) on referring to discoveries by J-P
Changeux and work by other groups on enzymatic
regulation (Yates & Pardree 1956; Umbarger 1956;
Umbarger & Brown 1957; Changeux 1961; Gerhart &
Pardee 1962). In the following years, the concept of
allostery and its model were modified to a more strict
definition referring to multi-subunit proteins (Monod
et al. 1963). In 1965, Monod, Wyman and Changeux
introduced their famous ‘concerted model’ and further
tightened the definition of allostery (Monod et al. 1965).2

15.2.2. Details of Monod-Wyman-Changeux’s
Model, the MWC Model

In the renowned article ‘On the nature of allosteric
transition: A plausible model’ the allosteric effect was
defined and a model for its mechanism proposed
(Monod et al. 1965). Detailed presentations and analyses
of this model can be found in Mahler and Cordes (1966,
Chapter 6), Weber (1972), Boeynaems and Dumont
(1980), Kurganov (1982), Cornish-Bowden (1995, 2004)
and Fersht (1999), as well as in numerous other accounts
(e.g., Eigen 1968; Rubinow 1975; Segel 1975; Wong 1975;
Fromm 1975; Levitzki 1978; Cantor & Schimmel 1980;
Hill 1985; Perutz 1990; Wyman & Gill 1990; Perutz et al.
1998; Ben-Naim 2001; Berg et al. 2006, Chapter 7). In
order to demonstrate the popularity and repetitious use
of MWC, Box 15.1 elaborates slightly more on references,
though not an exhaustive listing.

The genesis of ‘A plausible model’ is recounted in a
beautiful essay by Changeux (1993).

Here, I present a semi-brief overview of the 1965 MWC
paper.

First, the paper has a general statement about allos-
teric effects, that is: an indirect interaction between
distinct specific binding sites is responsible for the
regulatory function.

Second, two terms are defined:

I. Homotropic (allosteric) effects are due to
identical ligands.

II. Heterotropic (allosteric) effects are due to
ligands that are not identical.

Regulatory enzymes are called homotropic when sub-
strate and modulator are identical. When the modulator
is a molecule other than the substrate, the effect of the
enzyme is said to be heterotropic. Some enzymes have two
or more modulators, a fact that is now also true for many
receptors and transporters (Balshaw et al. 2000; Weber
et al. 2001; John et al. 2003; Burzomato et al. 2004;
Hamborck et al. 2004; Kew 2004; Jensen et al. 2005; May
2005; van Aubel et al. 2005; Birdsall & Lazareno 2005;
Holzgrabe et al. 2006; to mention a few).

Third, the paper lists five properties for allosteric
systems (Box 15.2).

Fourth, in modeling the allosteric mechanism, six
axioms were put forward (Box 15.3).

The MWC model yields two key-equations for homo-
tropic allostery, the ‘saturation-function’ Y for occu-
pancy and the ‘function of state’ R for functional activity
(Eqs. 15.1 and 15.2).

15.2.3. Allostery and Spontaneous Activity

At the time of introducing the allosteric model it was
mostly the binding of ligands to enzymes and the binding
of O2 to hemoglobin that were in focus. Accordingly,
although the MWC model allows for spontaneous activity
in its function of state R (R-function) (see Eq. 15.2),
spontaneous activity was rarely considered when the
R-function attracted attention. Of course, exceptions
can be found (Rubin & Changeux 1966; Changeux et al.
1967; Changeux & Rubin 1968; Eisenstein et al. 1995;

Table 15.1. The intervention scheme (simple TCM) versus ATSM/MWC

Type of ligand One-state Type of ligand Two-state

Type of experiment Positive-negative Positive-negative

Binding Same Auto-intervention partially competitive* Homotropic Allosteric (co-operative)

Function Same Auto-intervention partially competitive* Homotropic Allosteric (co-operative)

Binding Different Intervention Heterotropic Allosteric

Function Different Intervention Heterotropic Allosteric

*See Tipton (1996).

2 ‘Concerted’, a term coined by Koshland et al. (1966).
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Box 15.2. Features of an allosteric system according to MWC

(1) Allosteric systems are often an oligomer involving several identical subunits.
Comment: For many receptor systems with allostery, statement (1) is no longer entirely true, as subunits are not
identical. On the other hand, the statement above may have a renaissance and turn out to frequently embody
some truism, as more and more receptors seem to be either homo-dimers or homo-oligomers in their
functional state. Meanwhile, a significant number of functional systems are also hetero-dimers and hetero-
multimers (Min et al. 2002; Pin et al. 2004; Jensen et al. 2005; Milligan & Smith 2007; Springael et al. 2007).
Monomers with both primary and secondary binding sites also exist (Aleshin et al. 2000; Sintchak et al. 2002;
Kamata et al. 2004; Trankle et al. 2005; Lazareno & Bidsall 2005).

(2) Subunits have allosteric interactions, which are frequently due to alterations in the bonding between
subunits, i.e., in the quaternary structure. See comment in point 6 in Box 15.3.

(3) Heterotropic allostery (i.e., allosteric effects due to different ligands) may be either accelerative or
decelerative, while homotropic allostery (i.e., allosteric effects due to identical ligands) always appears to be
positively co-operative.
Comment: This third statement was based on observations for O2-binding to hemoglobin but completely
overlooked the so-called ‘substrate inhibition’, auto-ant-agonism or auto-inhibition (also see Table 15.2,
column 3).

(4) Nearly all the allosteric systems that exhibit heterotropic effects also possess homotropic effects.
Comment: Separations of homotropic and heterotropic effects from co-operativity effects are encountered (Fig.
15.6) (Helmstaedt et al. 2001).

(5) Conditions altering the heterotropic effects also affect the homotropic effects.
Comment: This is still true, even though there are examples to negate this statement (Chan & Enns 1979;
Stebbins et al. 1990; Peterson et al. 1992; Schnappauf et al. 1998; Helmstaedt et al. 2001).

Box 15.1. Some papers on HAP- and Mon-land models for allostery and co-operativity

Hill-Adair-Pauling (HAP) and Monod-Koshland (Mon-land) models as analytical tools were developed for
enzymes and circulating carriers, beginning in the first decade of the 20th century (e.g., Hill 1910, 1913;
Douglas et al. 1912; Brown & Hill 1923; Adair 1925, Pauling 1935, Roughton et al. 1955; Botts & Drain 1958;
Monod et al. 1963; Frieden 1964; 1970; Monod et al. 1965; Koshland et al. 1966; Haber & Koshland 1967;
Kirtley & Koshland 1967; Eigen 1967, 1968; Gerhardt 1970; Weber 1972, 1975; Janin 1973; Edelstein 1975;
Fromm 1975; Segel 1975/93; Wong 1975; Wyman 1975; Kurganov 1977, 1982; Levitzki 1978; Hill 1985,
Chapters 24 and 25; Ricard & Cornish-Bowden 1987; Ricard 1989; Perutz 1990; Wyman & Gill 1990; Cornish-
Bowden 1995; Neet 1995; Perutz et al. 1998; Jin et al. 1999; Kurganov 2000; Helmsteadt et al. 2001; Macol et al.
2001; Stieglitz et al. 2004; Changeux & Edelstein 2005; Tsuruta et al. 2005; Wang et al. 2005, 2007; Fetler et al.
2007). Hill’s book on co-operativity is a general introduction to equilibrium and steady-state synagic models.
Hill has nicely divided the subject into reaction schemes without and with interactive co-operativity (Hill 1985).

Somewhat later, similar models were developed for transporters of the ligand-gated channel type and for
receptors (e.g., DelCastillo & Katz 1956; Katz & Thesleff 1957; Karlin 1967; Changeux & Podleski 1968;
Colquhoun 1973, 1998; Thron 1973; Boeynaems & Dumont 1977, 1980; Birdsall et al. 1978; Birnbaum et al.
1980; DeLean et al. 1980; Stockton et al. 1983; Ehlert 1988; Lefkowitz et al. 1993; Tucek & Proska 1995;
Lazareno & Birdsall 1995; Christopoulos et al. 1998, 1999; 2004; Changeux & Edelstein 1998, 2001, 2005;
Scaramelli & Leff 2002; Tucek et al. 2002; Lazareno et al. 2002; Parmentier et al. 2002; Hatton et al. 2003; Beato
et al. 2004; Kenakin 2004; Kew 2004; Suzuki et al. 2004; Hlavackova et al. 2005; Leach et al. 2007; May et al.
2007; Springael et al. 2007) to mention a few, though not all of the presented models are genuine two-state
models as required from a rigorous point of view (see Sections 14.2.1 and 14.2.2).

Examples may likewise be found for non-ligand-gated transporters, i.e., pumps (Balshaw et al. 2000; Wang et al.
2004; van Aubel et al. 2005; Pinkett et al. 2007; Jones & George 2007; Morth et al. 2007; Olesen et al. 2007), co-
and counter-transporters including the RND-type, the SMR-type, and the MFS-type H�-driven systems (Ferrell
et al. 2000, Weber et al. 2001; Berteloot 2003; Loo 2006; Higgins 2007), and uniporters (Zottola et al. 1995;
Poirier et al. 2007).
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Changeux & Edelstein 2005). However, in general,
constitutive activity inherent in the MWC-model is almost
completely ignored by modelers. A likely explanation for
this disregard is that enzymes in an experiment do not
overtly display spontaneous catalytic activity in the ab-
sence of a substrate. This is probably also one reason why

models on spontaneous activity are only sporadically
treated in composite texts on enzyme synagics and
kinetics (e.g., Segel 1975, 1993; Cornish-Bowden 2004;
Berg et al. 2006). Furthermore, constitutive activity in
receptors was first reinvented in 1989 (Costa & Herz) and
here the cyclic two-state and the ternary-complex models

Box 15.3. A priories for allosteric systems according to MWC9

(1) Allosteric proteins are oligomers containing identical subunits and all these allosteric subunits occupy
equivalent positions, axial and rotational symmetry.
Comments: This axiom has an esthetism often not fulfilled in real life. Separation of primary binding sites and
modulator binding sites extends to being placed on different subunits � for enzymes often in catalytic and
regulatory subunits and at interfaces between subunits as well (Changeux & Edelstein 2005).

(2) Only one stereospecific ligand binding site on each allosteric subunit. An allosteric entity with a single
binding site was also termed a protomer (see first comment in Box 15.2 and the comment to point 1 in this Box).

(3) The conformation of each of these protomers is constrained by its association with the other protomers.
Comment: Inter-subunit or inter-protomer bonds may relate both to the quaternary and tertiary structure of
proteins. Thus regulatory mechanisms as the allosteric effects lie in the quaternary and tertiary structure related
to inter- ‘allosteric subunit’ -bonds or conformational restraints, comparable to intrasteric constraints of the
regulatory subunits in, for instance, PKA-, PKG kinases, and others (Cheetham 2004; Peterson & Golemis 2004).

(4) At least two states are reversibly accessible to the whole system and dependent on intersubunit bonds.
Comment: In the formulation of the original model the reversible transition between states was only allowed for
the un-bound (non-liganded) states. The allosteric MWC 1965 model is a genuine two-state and concerted model
(see point 5 below).

Furthermore, tacitly ‘selection’ instead of ‘induction’ by ligands was assumed. As Changeux (JP-C) writes in his
memoire paper from 1993, ‘in Monod’s writing all the way back from 1949, I find the idea of selection of protein
states by ligand for that of enzymatic adaptation’ (Changeux 1993). JP-C further attests that the idea about
conformational isomerization for enzymes prior to ligand binding, i.e., selection as claimed for the MWC model,
was confirmed in 1967 by Gerhardt and Changeux (1968a see abstract in Oslo Conference; Changeux et al.
1967; Changeux & Rubin 1968). Meanwhile, see a perspectivated discussion of this subject in sub-chapter 5.11.

Pertaining to this axiom 4, with due respect I may add that a crucial missing point, viz. the omission of a cyclic
reaction, was not explicitly stated although it appears in reaction schemes and formulations of the 1965 Monod
et al. paper. The missing point, a reversal flip, or even just a flip, between liganded states was not allowed, in
spite of the finding of Roughton et al. of a deviating concerted step for the tri-O2-liganded hemoglobin
(Roughton et al. 1955). Accordingly the model by MWC ought to be designated the ‘sole un-liganded step flip-
flop model’. This model was also maintained in models by Karlin (1967), Thron (1973), and Colquhoun
(1973), while incorrectly presented as fully thermodynamically reversible in many other publications (e.g.,
Cornish-Bowden 2004, Fig. 11.6; Changeux & Edelstein 2005, Fig. A.1C).

The ‘sole un-liganded step flip-flop’ constraint listed for the MWC model is a major advantage in that it reduces
the complex of the concerted system to include only four parameters for its description, viz. LMWC, KT, KR, and
n (Monod et al. 1965).

(5) Concerted-ness. Transition between states alters the conformation and the affinity for binding sites at all of
the allosteric protomers concomitantly.

(6) During the transition between states, the symmetry of conformational constraints imposed on each allosteric
protomer is conserved. Thus, regulatory mechanisms of certain allosteric effects lie in the quaternary structure
related to inter- ‘allosteric subunit’ -bonds or conformational restraints. See a- and b-glycogen phosphorylases,
which are both in R and T states! (Kruganov 1982; Berg et al. 2002, p. 584; Cornish-Bowden 1995, 2004).
Comment: Statements 5 and 6 are taken to mean that when the transition between states alters the affinity
constant of one binding site, the affinity constant for the rest alters equivalently and simultaneously and it is due to
quaternary redistribution of subunits affecting the binding constants. However, tertiary relaying is certainly also
involved (Perutz 1990; Iwata et al. 1994; Changeux & Edelstein 1998, 2005; Steiglitz et al. 2003).

Functionally, the general MWC includes intrinsic (microscopically) efficacy constants (Kurganov 1982, p. 150).

9 Listed as four points in Monod’s Nobel lecture (Monod 1972).
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took the lead (DeLean 1980; Ehlert 1988; Leff 1995)
rather than the MWC model. Spontaneous activity
immanent in the R-function is debated further in Sections
15.3.4, 15.3.5, 15.4.3, and 15.4.4.

15.3. Homotropic Allostery of the MWC
Model

15.3.1. Consequences of the MWC Model for
Homotropic Allostery�Co-operativity

The MWC model with its R- and T states is shown in
Fig. 15.3, where the normalized concentration a and
parameters LMWC, cMWC, and n are defined.

Based on the simplifying assumptions for the MWC
model, the authors derived two equations, one for
the total number of binding sites occupied by a single
type of ligand relative to all possible conformations, the
‘saturation-function’ Y:

Y �
LMWC � cMWC � a � (1 � cMWC � a)n�1 � a � (1 � a)n�1

LMWC � (1 � cMWC � a)n � (1 � a)n
;

(15:1)

and one for the total number of active sites or high
affinity conformations in the R state, including the
unliganded R0 state, relative to all the possible receptor
conformations, the ‘function of state’ R (R-function)
when a single type of ligand is present:

R�
(1 � a)n

LMWC � (1 � cMWC � a)n � (1 � a)n
(15:2)

(Monod et al. 1965). LMWC is the MWC allosteric
constant equal to the ratio between non-ligated tense
(T) forms, T0, and non-ligated relaxed (R) forms, R0,
i.e., LMWC�T0/R0 (see footnote 3 in Chapter 5). For
large values of LMWC, T conformations are the dominat-
ing form. KR and KT are ‘microscopic’ dissociation
constants for ligand binding to states R and T, and
parameter cMWC is the ratio between the two microscopic
dissociation constants, KR/KT. The term ‘microscopic’
indicates that a parameter cannot be separately deter-
mined in experiments. The symbol a just stands for the
normalized agonist concentration, �[S]/KR, and
finally parameter n is the number of binding sites in a
single receptive entity (Fig. 15.3).

I have omitted a derivation of these two equations
(Eqs. 15.1 and 15.2). The equations can be found quoted
and derived in many places (e.g., Eigen 1968, Rubinow
1975, pp. 46�103; Segel 1975, Chapter 7; Cantor &
Schimmel 1980, Chapter 15; Kurganov 1982, Chapter 3;
Wyman & Gill 1990; Cornish-Bowden 1995; Ben-Naim
2001; Berg et al. 2006, Chapter 7), and of course can be
found in the original paper (Monod et al. 1965).

15.3.2. Homotropic Binding Studies

The saturation-function Y (Eq. 15.1) covers equilibrium
binding experiments towards complete saturation as the
agonist concentration increases.3 Examples of behavior
of this function are depicted in Fig. 15.4. It is valid for
receptors, enzymes, transporters, and carriers such as
hemoglobin, when only one type of ligand is present,
and very importantly, all the sites in a given state have
the same dissociation constant for ligand binding, i.e.,
either KT or KR.

The Y-function is generously quoted as a tool for
analysis of binding, although with justified opposition
at the perimeter (Koshland et al. 1966; Eisenstein et al.
1995). The opposition is due to strangulating assump-
tions about constants KRs and KTs for consecutive
binding processes, namely that the constants are invar-
iant from binding of the first until the last bound ligand.

T0 R0

F   +  T1 R1 +   F

F   +  T2 R2 +   F
……………..

F   +  Tn-1 Rn-1 +   F

F   +  Tn Rn +   F

LMWC

KR

KR

KRKT

KT

KT KR

F MWC

KT

KR c MWC

nMWC# of
sites

Figure 15.3. The MWC model. A receptive unit, an enzyme,
exists in two conformations, a T (tense) and an R (relaxed)
state. Only the unbound forms of the enzyme, T0 and R0, can
make the switch to the other conformation. The ratio of T0/R0

is given by the allosteric constant LMWC. ‘F’ is the substrate or
its concentration KR the dissociation constant for F binding to
the R states and KT the dissociation constant for F binding to T
states. Constant nMWC, or just n, indicates the number of
subunits (protomers) equal to the total number of binding sites
in the enzyme complex. Drawn according to Monod et al.
(1965).

3 In a modern biochemistry textbook the Y-function for homotropic
synagics is described as ‘a function for fraction of active sites bound to
substrate (fractional saturation, YS)’ (Berg et al. 2002, p. 268).
Regrettably, in this brilliant textbook, the above statement is
incorrect. The Y-function, equal to fractional saturation, is for the
fraction of all bound effectors some of which are not active (viz. all the
liganded T forms). A better function covering the fraction of active
sites bound to ligand is actually the cotr-enz function in Eq. 15.4.
Except for this conceptual slip there is also an unfortunate printing
error. The Y-function in Berg et al. (2002) appears erroneously with a
minus sign, although correctly quoted in earlier editions (Stryer 1995,
p. 167) and a later edition (Berg et al. 2006, pp. 200�201).
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Figure 15.4. Examples of dose-response curves for the ‘saturation function’ Y. Values for the three parameters LMWC, KR/KT�
cMWC, and n are indicated in each panel and with the normalized substrate concentration S/KR�a as the independent variable.
Parameter LMWC varies in five steps between 100 (_____) to 108 (����) by a factor 102. Left panels show the concentration axis
with a linear scale, while the right panels have logarithmically scaled concentration axes.
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15.3.3. Validity of the Homotropic Y-model

Even for n�2, pronounced sigmoidality for binding in
the MWC model, i.e., using the Y-function equal to
Eq. 15.1, can only be obtained by assuming fairly skewed
values for parameters LMWC and cMWC. For instance,
observe the graph in Fig. 15.4 where plots are for four
binding sites, n�4. Here, parameter cMWC has to be
B1/100 and LMWC �100 in order for there to be
recognizable sigmoidality, in spite all liganded receptor
molecules are included in the Y-formulation. The
question is whether these parameter values are reason-
able for natural systems. The answer, thus far, is blowing
in the wind.

15.3.4. Functional Studies Including Some
Heterotropy

We shall now discuss some confounding concepts devel-
oped in MWC’65 for the modeling and formulation of
effector activity. Since the presentation of the MWC
model, there has been a silent acceptance of the
approach chosen by the authors in 1965 for their model
of activity in enzymes. To clarify, on the functional aspect
of the MWC model there has been and still is a repetitive
tendency to use a constrained saturation function for
activity instead of a straightforward formulated activity.

For enzymes and hemoglobin there is a problem with
the ‘function of state’, R, used for activity. The MWC’65
‘function of state’ equal to R displays spontaneous
activity (Fig. 15.5) (also see Rubin & Changeux 1966).
However, in many studies, enzymes and carriers do not
overtly exhibit spontaneous activity. This is the dilemma.

Following in the footsteps of MWC’65 in order to solve
this problem, the spontaneous activity appearing in Fig.
15.5 and inherent in Eq. 15.2 may vanish by operating
with (1) very large values for the MWC allosteric
constant, LMWC, and/or (2) a very low affinity for ligands
at the non-active sites, T sites. Since cMWC is equal to the
ligand dissociation constant for active sites over the
dissociation constant for non-active sites, �KR/KT, small
values of cMWC mean low affinity for T states. Therefore,
in analysis, working with large values for LMWC and small
values for cMWC, you can suppress basal activity, which is
convenient in classic biochemistry.

Assuming that cMWC is nearly equal to zero, the Y-
function reduces to the following expression, which was
quoted in a footnote of the MWC paper:

YF �
a � (1�a)n�1

LMWC � (1 � a)n
: (15:1a)

As stated in the MWC paper, this formulation may be
used for homotropic (co-operative) effects in functional
studies. Examples of the behavior for this formulation of
homotropic activity are shown in Fig. 15.6.

For heterotropic activity, again assuming that cMWC is
negligible, the saturation function Y (see Eq. 15.1), can
be simplified to a new saturation function, YS:

YS �
a � (1 � a)n�1

L?MWC � (1 � a)n
; (15:1b)

where L?MWC is an apparent allosteric constant (Monod
et al. 1965, their Eq. 3). This apparent allosteric
constant L?MWC is suggested to be equal to the allosteric
LMWC constant multiplied by a factor (1�b)n/(1�g)n,
in which b is equal to I/KI and g is equal to A/KA. Here,
‘I’ is an inhibitor and ‘A’ an activator. KI and KA are the
respective dissociation constants. By inserting the ap-
parent allosteric constant L?MWC as expressed by LMWC,
we and MWC obtain:

YS �
a � (1 � a)n�1

LMWC �
(1 � b)n

(1 � g)n
� (1 � a)n

: (15:1c)

Eq. 15.1c is identical to the MWC Eq. 4. Now this
equation is used by MWC to model heterotropic
modulation of enzyme functionality (activity), see
MWC’65’s experimental Figs. 4a,b compared with their
theoretical Figs. 4c,d, as well as MWC’65’s experimental
Fig. 7b compared with their theoretical Fig. 7a.

By choosing LMWC
/�1 and cMWC

/�1, all non-liganded
and non-active conformations disappear from the nu-
merator in Eq. 15.1. This leaves exclusively the active
sites of interest in the numerator of Eqs. 15.1a�c, that is,
unliganded active conformations disappear and with
them spontaneous activity.

The behavior of the model in Eq. 15.1c is given by
examples in Fig. 15.7.

The general acceptance or negligence of the MWC
approach described in Eqs. 15.1a�c for both homotropic
and heterotropic activity (Mahler & Cordes 1966,
Chapter 6; Rubin & Changeux 1966; Eigen 1967; Karlin
1967; Colquhoun 1973; Rubinow 1975; Segel 1975,
1993; Fromm 1975; Wong 1975; Cantor & Schimmel
1980; Kurganov 1982; Hill 1985; Cornish-Bowden 1995,
2004; Neet 1995; Ben-Naim 2001) is extremely unfortu-
nate as it is very confounding in relation to the use of
the original MWC model for functionality or effector4

activity.
A more versatile expression for functionality is derived

in Section 15.3.6 for enzymes and non-ligand-gated
porters that allow LMWC and cMWC to vary freely, while
spontaneous activity is excluded. However, first we take a
look at the MWC ‘function of state’ R with its restrictions
(Eq. 15.2), which is actually relevant for receptive units
such as G protein-coupled receptors and ligand-gated
porters displaying spontaneous activity.

4 Recap that ‘effector’ does not mean modulator in my text.
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Figure 15.5. Examples of dose-response curves for the ‘state of function’ R. Values for the three parameters LMWC, KR/KT�
cMWC, and n are indicated in each panel and with the normalized substrate concentration S/KR�a as the independent variable.
Parameter LMWC varies in five steps between 100 (_____) to 104 (����) by a factor 10. Left panels show the concentration axis with
a linear scale, while the right panels have logarithmically scaled concentration axes. At low values of LMWC there is spontaneous
activity.
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Figure 15.6. Examples of dose-response curves for the saturation function YF (Footnote Eq. 15.1a). Values for the three
parameters LMWC, KR/KT�cMWC, and n are indicated in each panel and with the normalized substrate concentration S/KR�a as
the independent variable. In the two upper panels, parameter LMWC varies in five steps from 10�2 (_____) to 102 (����) by a factor
10. In the two middle panels KR varies in five steps from 10�2 (_____) to 102 (����) by a factor 10. In the two lower panels, n varies
in five steps from 1 (_____) to 5 (����) increasing by 1 between steps. Left panels show the concentration axis with a linear scale,
while the right panels have logarithmically scaled concentration axes.
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Figure 15.7. Examples of dose-response curves for the saturation function YS (MWC-footnote Eq. 15.1c). Values for the
five parameters LMWC, KR/KT�cMWC, n, g, and b are indicated in each panel. In the two upper panels parameter g for
positive modulators varies in five steps from 10�2 (_____) to 102 (����) by a factor 10. In the two middle panels, parameter b for
negative modulators varies in five steps from 1/9 (_____) to 9 (����) by a factor 3. In these four panels the normalized substrate
concentration S/KR�a is the independent variable. In the two lower panels, the positive modulator concentration is the
independent variable, while the negative modulator parameter b varies in five steps from 1 (_____) to 16 (����) increasing by a
factor 2 between steps. For a normalized concentration of substrate fixed at 20, there is an increase in already ‘active’ forms at
the low concentration of positive modulator towards higher concentrations. ‘Active’ forms at the low concentration of a positive
modulator may be suppressed close to zero for a concentration of the normalized substrate 10 fold lower, S/KR�a�2, see
inserts. Left panels show the concentration axis with a linear scale, while the right panels have logarithmically scaled
concentration axes.
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15.3.5. Homotropic Functional Studies. A.
Receptor Studies

For functional studies we need equations to describe the
situation other than those derived for binding. In
receptor studies on function, the total number of active
receptors is given by the ‘function of state R’ (R-
function) in the MWC paper (MWC Eq. 1), a function
that includes non-ligated spontaneously active recep-
tors, R0 (Monod et al. 1965). The R-function (Eq. 15.2)
describes the activity level as the concentration rises
(Fig. 15.5). Thrillingly, the MWC R-function for func-
tional activity is acceptable for receptor synagics includ-
ing LGC- and GPCR systems,5 as it covers all active
receptor conformations, bound Rxs plus unbound R0s.
Thus, R0 is actual for receptor and ligand-gated trans-
porter studies, as R0 is the unbound and active form of
the system yielding spontaneous activity that modulator
ligands can play on, even in the absence of primary
ligands. Examples of the behavior of MWC-Eq. 1 (Eq.
15.2), with spontaneous activity are shown in Fig. 15.8.
See also Changeux and Edelstein (2005, Appendix Figs.
A3 and A4) where LMWC is allowed to decrease from
800,000 to 20, which equals an increase of L from 1.25 �
10�6 to 5 �10�2, but not further, thereby missing marked
spontaneous activity.

When values of LMWC decrease below 100, sponta-
neous activity starts to appear for the function-of-state R,
and for values of cMWC�KR/KT increasing above unity,
the dose-response curve for the MWC R-function will
show inverse agonism as the ligand concentration
increases. Spontaneous activity and inverse agonism
should be expected (Fig. 15.8), since both phenomena
are integrated in two-state synagic schemes as in the
cTSM (Chapter 5, K&T model 5), of which the MWC
model is a subtype, viz. for n�1.

As depicted in Fig. 15.8, the R-function allows for
simulation and analysis of inverse agonism. In particu-
lar, I found no examples of such an analysis in the
literature. Surprisingly, even Changeux and co-workers
do not analyze this possibility. Henceforth, I will keep
looking.

In the meantime, GABA-A channels as well as GABA-B
receptors, mGlu1R, mAChR and many other receptors
present spontaneous activity (Pin et al. 2004; Hlavackova
et al. 2005; Sergeeva et al. 2005; Costa & Cotecchia 2005;
Holst et al. 2006; Bond & Ijzerman 2006; Cotecchia
2007; Smit et al. 2007), and their functional synagics
may be analyzed by the 1965-R-function.

In the literature, for obvious reasons mentioned
above, there are only a few examples of the use of
MWC’s R-function for functionality, i.e., enzymatic

catalytic activity. In spite of this, Kurganov (1982) can
write ‘The model of Monod et al. occupies a special
position amongst models of allosteric enzymes. It
possesses a clear physical significance, is relatively
simple, and enables predictions to be made concerning
the nature of both homotropic and heterotropic inter-
actions between the ligand-binding sites in the enzyme
molecule. For these reasons, the model of Monod et al.
is widely used for quantitative description of the kinetic
behavior of allosteric enzymes’. The last sentence should
be perceived with caution, insight, and reservation. The
MWC Y-function has been employed repeatedly for
binding synagics, but its derived function-of-state R for
‘kinetics’ is nearly useless for systems without sponta-
neous activity, and therefore rarely employed in enzy-
mology. In fact, maybe the MWC model is too simple or
too advanced when it comes to functional activity.

Uncertainty about the R-function in enzymology did
not prevent Changeux and Rubin (1968) from using the
spontaneous activity aspect of the R-function as an
argument against sequential models developed by Kosh-
land et al. (1966) (see also Changeux & Edelstein 2005).
This point is further discussed in Section 15.4.3.

15.3.6. Homotropic Functional Studies. B. Enzyme
and Non-gated Porter Studies

Functional studies for enzymes and non-ligand-gated
transporters normally require the presence of a sub-
strate or a transportee to assess the catalytic activity in
enzymes or the transfer of molecules by transporters like
pumps, cotransporters, uniporters, and membrane-
bound artificial carriers. In the absence of primary
ligands, neither of these effectors is spontaneously active
in a manner that such activity can be measured directly.
Indeed, for enzymes the R0 is active but it does not
necessarily count as functional! From an experimental
dose-response and non-structural point of view, R0

conformations are not functional in the sense of the
word ‘active’ for catalysis or transport.

Therefore, for these effectors we need a model and an
equation that contains only bound forms of the active R
conformation in the numerator, excluding non-ligated
forms even though these conformations exist and are in
an active state, R0, based on structural analyses (see
Section 15.4.4).

Expressions that satisfy these requirements may be
obtained by a simple modification of the MWC Y-
function. This modification, which follows, is different
from the MWC approach in Section 15.3.4 where
parameter values were chosen to avoid ‘the problem’
of constitutive activity.

The Y-function covers all bound conformations, both
non-active and active, and explicitly excludes un-liganded
T0 and R0 forms in the numerator. Thus, to satisfy a

5 LGC� ligand-gated channel and GPCR�G protein-coupled
receptor.
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Figure 15.8. Examples of dose-response curves for the ‘state of function’ R demonstrating inverse agonism. Values for the
three parameters LMWC, KR/KT�cMWC, and n are indicated in each panel and with the normalized substrate concentration S/
KR�a as the independent variable. In the two upper panels, parameter KR/KT varies in five steps from 10�2 (_____) to 102 (����)
by a factor 10. In the two middle panels KR/KT varies in five steps from 102 (_____) to 10�2 (����) by a factor 10�1. In the two lower
panels, n is varied in five steps from 1/3 (_____) to 5/3 (����) increasing by 1/3 between steps. Left panels show the concentration
axis with a linear scale, while the right panels have logarithmically scaled concentration axes. Note that for values of L close to
or equal unity in all the panels, spontaneous activity is hard to conceal at low values of substrate concentration. Compare with
Fig. 15.5.
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formulation for enzyme and certain transport activities,
we just have to eliminate all liganded non-active T forms
in the numerator of the Y-function.

All the bound T-forms are equal to a sum of Ts:

Xn

1
T � T �

S

KT

�
�

1�
S

KT

�n�1

: (15:3)

Here, S/KT is the normalized ligand concentration in
relation to T forms. In case we replace LMWC and cMWC

with T/R and KR/KT in the Y-formulation (Eq. 15.1),
then the first product term in the numerator of the
Y-function is equal to Eq. 15.3. Therefore, eliminating
the term shown in Eq. 15.3 from the numerator of Eq.
15.1, we obtain the actual and fractional catalytic
capacity in enzymes, c-capacity, or the actual and
fractional transfer capacity in certain transporters, t-
capacity, but without spontaneous activity. For homo-
tropy, we can formulate these capacities as:

c-capacity�t-capacity

�
a � (1 � a)n�1

LMWC � (1 � cMWC � a)n � (1 � a)n
: (15:4)

Compare this functional expression, Eq. 15.4, with
Eqs. 15.1 and 15.1a.

Eq. 15.4, which is drawn as curves in Fig. 15.9, we may
call the ‘cotr-enz’ MWC relation for fractional transport
capacity in pumps, cotransporters, uniporters, and
artificial membrane-carriers or for the normalized frac-
tional catalytic capacity in enzymes.

Eq. 15.4 is for liganded activity. Un-liganded activity
can be studied with specialized experimentation for
enzymes (Jager et al. 2006; Fetler et al. 2007) and for
non-ligand-gated transporters (e.g., Wright et al. 1994;
Larrajoz et al. 2006). As indicated, there is more in
Section 15.4.3 about spontaneous activity in such
effectors.

Based on the sum of two ordinary Michaelis-Menten
kinetics combined with a generalized MWC, Kurganov
(1982) has developed a whole set of possible equations
for functional co-operativity for enzymes. His general-
ized MWC models for function are simply a multi-
plication of rate constants, kT and kR, onto expressions
for the T and R forms of the enzyme. Meanwhile,
Kurganov’s functional models are analyzed with rather
high values of LMWC (Kurganov 1982, his Figs. 3.4b, 3.7b
and 3.8b), thus suppressing the inherent spontaneous
activity not ordinarily observed for enzyme activity.
Obviously, with this kind of approach we are back to
square one.

15.3.7. Functional Bell-shaped Synagics of the
Cotr-enz Formulation

Fig. 15.10 depicts other examples of the cotr-enz
relation for homotropic dose-responses. It can be seen
that the cotr-enz function has a biphasic behavior in a
narrow window of parameter values � it can display up-
right bell-shaped synagics (Fig. 15.10B�C).6 For this to
occur, one requirement is that the cMWC�KR/KT�1
(see Fig. 15.8), as for the inverse agonism with the MWC
model for function mentioned above. When lacking or
not measuring spontaneous activity, Eq. 15.4 is a correct
functional MWC-equation for both enzymes and for non-
ligand-gated transporters, but has, to my knowledge,
never been invoked on functional data for enzymes or
transporters. Also of note is that the constrained form of
the MWC saturation-model (Eq. 15.1a) for homotropic
activity, avoiding spontaneous activity by parameter
manipulations, was not and has not been employed in
analyses of homotropic enzyme regimes starting from its
inception in the mid-1960s. The lack of use of MWC
‘footnote-equation’ 15.1a is already in Monod et al.
(1965) and Rubin and Changeux (1966).

15.3.8. Other Methods of Suppressing
Spontaneous Activity in the R-function

Soon after the heterotropic model for function had
been stated (Eq. 15.1c) (Monod et al. 1965), Rubin and
Changeux (1966) expanded it with inclusive binding of
different ligands. Inspired by the Rubin-Changeux
reformulation for an activity-model (Rubin & Changeux
1966; Changeux & Rubin 1968), as an example,
Eisenstein et al. (1995) derived a new functional form
for the R-function for homotropic co-operativity in a
different attempt to ‘correct’ for spontaneous activity in
the original R-function. Moreover, in the Eisenstein et
al. equation, the regulator sites in an enzyme are
equipped with new dissociation constants for binding
homotropic ligands to modulator sites both for the R
and T states; in their terminology � KRact,X and Ktact,X.
These two dissociation constants were assumed invar-
iant, i.e., independent of liganded or non-liganded
forms of R and T states, similar to KR and KT.

In the terminology of this book, the Eisenstein et al.
equation for non-exclusive function with new dissocia-
tion constants for a homotropic ligand at a modulator
site M may be written as:

6 Eigen has suggested a bell-shaped figure for auto-inhibitory dose-
responses of enzyme synagics with an outline of an elephant (Eigen
1968). This form, Eigen claims, will be possible with four parameters,
and I guess a MWC paradigm. However, he did not specify what he
meant. Meanwhile, I show that bell-shaped synagic relationships, even
with broad plateaus, are possible with only three parameters (see the
intervention reaction scheme, sub-chapter 2.5).
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Figure 15.9. Examples of dose-response curves for the ‘cotr-enz’ function. Values for the three parameter LMWC, KR/KT�cMWC,
and n are indicated in each panel and with the normalized substrate concentration S/KR�a as the independent variable.
Parameters LMWC varies in five steps between 101 (_____) to 105 (����) by a factor 10. Left panels show the concentration axis
with a linear scale, while the right panels have logarithmically scaled concentration axes.
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Figure 15.10. Examples of dose-response curves for the ‘cotr-enz’ function demonstrating bell-shaped synagics. Values for the
three parameters LMWC, KR/KT cMWC, and n are indicated in each panel and with the normalized substrate concentration S/KR�a
as the independent variable. The two upper panels are identical to the comparable panels in Fig. 15.9. In the middle panels,
parameter LMWC varies in five steps between 10�4 (_____) to 100 (����) by a factor 10. In the lower panel KR/KT�cMWC is
increased in five steps from 1.5 �2 (_____) to 1.5 �24 (����) by a factor 2. Left panels show the concentration axis with a linear scale,
while the right panels have logarithmically scaled concentration axes. Active forms, R states, first increase then decrease with an
increase in substrate concentration. The cotr-enz function can analyze negative co-operativity and bell-shaped dose-response
relationships.
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c-capacity�t-capacity

�
aASS � (1 � aASS)n�1

(1 � aASS)n � (1=L)�[(1 � AMS)=(1 � b � AMS)]n
:

(15:5)

For n�4, Eq. 15.5 was applied to kinetic data (Fig. 6
in Eisenstein et al. 1995) assuming cMWC�1/aBB1
(Einsenstein 1994) and LMWC�1/L��1; maybe in
order to keep spontaneous activity insignificant. The
characteristics of Eq. 15.5 are shown in Fig. 15.11.

The Eisenstein extension of the classical MWC is a
slight opening to more variation for the static dissocia-
tion constants as defined for the MWC model; in line
with the HAP models. Meanwhile, a better choice of
reaction scheme to start with is the ATSM in Chapter 7
or Koshland and coworker’s sequential models de-
scribed in sub-chapter 15.6.

Other examples aimed at eliminating the basal activity
in the function of state R can be found (e.g., Mooser
1980). Since the basal activity (spontaneous activity,
amount of R0 conformations) at low concentrations of
substrate, S00, in the MWC regime approaches 1/(1�
LMWC), Mooser suggested to simply subtract this fraction
from the function of state R. This may be done, but it is
an incorrect correction as demonstrated in Fig. 15.12.
For instance, for values of cMWC�KR/KT�1, the R-
function is zero for all values of LMWC over the entire
range of substrate concentrations (not shown). For
values of cMWC�1, the R-function becomes negative
(see the two lower panels in Fig. 15.12).

In summary: in homotropy the R-function (Eq. 15.1) is
for systems with observable constitutive activity, while
the cotr-enz function (Eq. 15.4) is for systems with non-
observable spontaneous activity.

15.4. Heterotropic Allostery of the MWC
Model

15.4.1. Heterotropic Allostery for Binding in the
MWC Model

Expressions already in the original development of the
allosteric model, were formulated for the fractional
saturation, i.e., occupancy studies, under heterotropic
conditions with a primary ligand, an inhibitor, and an
enhancer present for exclusive binding of the different
ligands. An example is Eq. 15.1c (see the YS function in
Eq. 4 in Monod et al. 1965). Boeynaems and Dumont
(1980) derived a general form of this expression for
exclusive binding for attenuating (I) and augmenting
(A) modulators (their Eq. 8.37).

By replacing factor (1�b)n/(1�g)n (Section 15.3.4),
Rubin and Changeux (1966) modified and expanded
the MWC’65 Eq. 4 by including both exclusive and

non-exclusive binding of heterotropic modulators and
obtained their Eq. 3 for the apparent allosteric constant
L?MWC:

L?MWC �LMWC

�
�

(1 � d � I=KIR)

(1 � I=KIR)
�
(1 � e � A=KAR)

(1 � A=KAR)

�n

; (15:6)

(Changeux & Rubin 1968). In Eq. 15.6 ‘A’ is the
concentration of an augmenting modulator, ‘I’ is the
concentration of an attenuating modulator, d�KIR/
KIT�1 and e�KAR/KATB1. The basis for this deriva-
tion of L?MWC is the assumption that heterotropic
influence in the MWC is only possible through a
pertubation of the isomerization constant LMWC (Rubin
& Changeux 1966). For me, the usefulness of this and
similar formulations is dubious, since binding and
function as well as homotropy and heterotropy are
mixed together. Compare Eq. 15.6 with L?MWC in Eq. 4
in Monod et al. (1965) and in Eq. 15.1b, as well as with
LMWC in Eq. 15.1a. They are all based on the same
seductive assumption that ‘for simplicity... the substrate
(S) has significant affinity only for the sites in one of
the two states (for example R)’, cited from Monod et al.
(1965). With this, cMWC is assumed zero in all analyses of
functional studies. The statement in parenthesis ‘(for
example R)’ sounds innocent, but in reality � it
functions to the effect of eliminating spontaneous
activity. At least in my judgement it does. However, I
suggest a careful reading of the MWC’65 paper before
making a ruling. It is an elegant milestone paper of a
powerful model presented with flaws.

15.4.2. Heterotropic Allostery for Function in the
MWC Model

Monod et al. (1965) also derived the functional corre-
late for a heterotropic regime, again based on the
constrained Ys-function (Eq. 15.1b), although not for
non-exclusive binding, as done by Rubin and Changeux
(1966). In Monod et al. (1965) the apparent L?MWC

allosteric constant (already stated in Section 15.3.4) is
�LMWC �[(1�I/KI)/(1�A/KA)]n, and used in func-
tional analyses displayed in Monod et al.’s Figs. 4b, 6c,
and 7a (1965).

Following Monod and co-workers (Monod et al. 1965;
Rubin & Changeux 1966), Kurganov (1982) has derived
the heterotropic functional correlate to the binding/
function for both exclusive and non-exclusive hetero-
tropic allostery and arrives at an expression for the
apparent allosteric constant equivalent to Eq. 15.6.
I remain skeptical about the relevance of these ap-
proaches.
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Figure 15.11. Examples of dose-response curves in the Eisenstein regime. This regime introduces two new parameters
compared to the MWC model, KRact and KTact. Values for the five parameters LMWC, KR/KT�cMWC, n, KRact and KTact are
indicated in each panel and with the normalized substrate concentration S/KR�a as the independent variable. In the two upper
panels, LMWC varies in five steps from 104 (_____) to 108 (����) by a factor 10. In the two middle panels, KRact varies in five steps
from 5 �32 (_____) to 5 �3�2 (����) by a factor 1/3. In the two lower panels, KTact varies in five steps from 102 (_____) to 10�2 (����)
decreasing by a factor 10 between steps. Left panels show the concentration axis with a linear scale, while the right panels
have logarithmically scaled concentration axes. By the right selection of parameter values, LMWC��1, spontaneous activity is
gone.
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Figure 15.12. Examples of dose-response curves for Mooser’s Eq. 3 (Mooser 1980). In this formulation R0 conformations are
simply (and incorrectly) subtracted from the R function. Values for the three parameters LMWC, KR/KT�cMWC, and n are indicated
in each panel and with the normalized substrate concentration S/KR�a as the independent variable. In the two upper and two
lower panels, LMWC varies in five steps from 100 (_____) to 104 (����) by a factor 10. In the two middle panels, LMWC varies in five
steps from 100 (_____) to 10�4 (����) by a factor 1/10. In the upper four panels, cMWC is below unity, �0.1, while in the two lower
panels, the parameter cMWC is above unity, �10. Left panels show the concentration axis with a linear scale, while the right
panels have logarithmically scaled concentration axes. For cMWC above unity, the R-function becomes negative.
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15.4.3. Use of the R-function for Enzymes
Displaying ‘Spontaneous Activity’

The spontaneous activity ‘hidden’ in the conformational
function of state R was exposed by Rubin and Changeux
(1966) and used as an argument for the MWC reaction
scheme being a better model (Changeux & Rubin 1968)
than the original sequential reaction schemes suggested
by Koshland and co-workers, KNF models (Koshland
et al. 1966). The KNF models from 1966 did not really
deal with or include the unliganded active states of
receptive units, R0, in its formulations, and thus could
not handle spontaneous activity.

For enzymes, Gerhart and Schachman (1968) obtained
indirect evidence for a quantitative distribution between
two states, T and R, in the absence of substrates. These
observations were based on measurements of the rate of
sulfhydryl agents binding to Aspartate Transcarbamylase
(Changeux et al. 1968; Gerhart & Schachman 1968) and
on sedimentation rates for the enzyme measured in the
presence and absence of the substrate succinate (Gerhart
& Schachman 1968). Thus, the results of these studies
could be interpreted as the enzyme being in two
conformational states even in the absence of ligands,
and thus could be presented by the function-of-state R,
demonstrating a distribution between T and R conforma-
tions in a ratio 4:1, i.e., LMWC�4. Therefore, a possible
spontaneous active conformation could be assumed to
represent around 20% of all the conformations (Chan-
geux & Rubin 1968, see their Figs. 5 and 7). In Fig. A.3C of
Changeux and Edelstein (2005) it is about 5%. This
possible spontaneous activity for enzymes matched by the
R-function is seldom exposed nowadays, but consistently
brought to light by one of its inventors as an argument for
the benefits of the MWC over the KNF (Changeux 2004,
Chapter 8). Don’t misunderstand me, the MWC model is
a must in modeling.

15.4.4. Two-states and Spontaneous Activity in
Enzymes and Non-ligand-gated
Transporters

Un-liganded activity as demonstrated in receptors and
ligand-gated receptor channels (Jackson 1984, 1986;
Costa & Herz 1989; Samama et al. 1993; DiFrancesco
1999; de Ligt et al. 2000; Grosman & Auerbach 2000;
Sablin et al. 2003; Bond & Ijzerman 2005; Taly et al. 2006;
Ye et al. 2006; Cotecchia 2007; Smit et al. 2007) is also
found in enzymes, although not as obvious (Rypniewski
& Evans 1989; Perutz 1990; Iwata et al. 1994; Stieglitz
et al. 2004; Fetler et al. 2007), carriers as hemoglobin
(Perutz et al. 1998; Yonetani & Tsuneshige 2003), and
predicted in non-ligand-gated transporters as the cotran-
sporters (Wright et al. 1994, 2007; Loo et al. 2006;
Hirayama et al. 2007); pumps (Cornelius et al. 1998;

Einholm et al. 2005; Pinkett et al. 2007), and uniporters
(Salas-Burgos et al. 2004).

Attention: the statement that: ‘the R-function is for
receptors and ligand-gated ion channels, while the cotr-
enz-function is for enzymes and transporters such as
pumps, co-transporters and uniporters’ is an enuncia-
tion for homotropic but not for heterotropic studies.

15.5. Desensitization’ as Used by Two
Different Schools

15.5.1. Desensitization I’ as Used in Enzymology

When treating enzymes with either high temperature or
chemicals, the term ‘desensitization’ was used to describe
the loss of allosteric regulatory potential to both homo-
tropic and heterotropic ligands while the enzyme pre-
served the catalytic activity (Fig. 15.13) (Changeux 1961;
Gerhardt & Pardee 1962; Gerhardt 1970; Changeux
1993).

15.5.2. Desensitization II’ as Used in Receptology
and for Some Ligand Gated Channels

In GPCR and LGC literature, ‘desensitization’ is used as
a general term for a spontaneous and time-dependent
phenomenon, where during a maintained constant
stimulus the response decays with time (Fig. 15.13).
Desensitization with this meaning was coined by Katz
and Thesleff (1957) for the ligand-gated nicotinic-
acetytcholine receptor channel (nAChR). In drug-gated
channels, as for example the epithelial sodium channel
(ENaC), both time-dependent desensitization and con-
centration dependent auto-modulation takes place si-
multaneously, as demonstrated in Fig. 14.6D. For the
reduced conductance in the epithelial sodium channel
(ENaC) by activated CFTR,7 it is also customary to use
the term ‘deactivation’ (Table 15.2) (Reddy & Quinton
1996, Quinton 2007). ‘Deactivation’ as illustrated in
Fig. 15.13 is something else.

A molecular explanation was recently porvided
for intrinsic desensitization in an ionotropic gluta-
mate receptor (iGluR). Desensitization is excerted by
agonist-rupture of the extensive domain 1-interface in
iGluRs (Armstrong et al. 2006).

A time table for the various steps in GPCR activation,
transduction, and desensitization is surveyed in a recent
review (Lohse et al. 2008).

Historically and as convention, for voltage-operated
channels (VOCs), an equivalent phenomenon to the
LGC ‘desensitization’ behavior is ‘inactivation’ (Hille
2001).

7 CFTR�cystic fibrosis transmembrane conductance regulator.
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15.5.3. ‘Desensitization’

The desensitization concept is still very much in use in
receptology in the sense of desensitization II. Conver-
sely, the concept desensitization I is only used sporadi-
cally in enzymology. Since desensitization I, like
desensitization II, also include time as an independent
variable, it is important to clearly realize that there is not
a seamless transition between desensitization I and
desensitization II, neither in reality nor in meaning.
The two terms cover completely different conditions
and concepts. Desensitization I is based on alterations in
allosteric dose-responses with ligand concentration as
the independent variable, while desensitization II is

strictly dependent on time as the independent variable.
A survey of the terms is given in Table 15.2.

15.6. The KNF Models

15.6.1. Homotropic Binding Studies in the KNF
Model

Remarkably, one year after the MWC model was
presented, Koshland and his collaborators presen-
ted competing theories � submitted August 1965, the
Koshland-Nemeth-Filmer model, the ‘sequential effect
model’, or the ‘KNF model’ (Koshland et al. 1965),
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Figure 15.13. Principal graphs for desensitization I and II. Desensitization I (DI) has substrate concentration as the independent
variable (Changeux 1961, 1993), whilst desensitization II (DII) has time as the independent variable (Katz & Thesleff 1957;
Lefkowitz 1986). Desensitization II is an attenuation of a drug-induced response with time, here with a maintained stimulus.
Several recent reviews detail the mechanisms for DII (e.g., Gainetdinov et al. 2004; Hirsh et al. 2005; Giniatullin et al. 2005;
Marie et al. 2006; Dhami & Ferguson 2006; Schreiber & Avissar 2007).

Table 15.2. Two schools for the term ‘desensitization’ and its related terms for concentration-dependent negative co-operativity

Receptive system Kinetic designators for ‘desensiti-

zation’

Synagic designators for auto-inhibition or negative

co-operativity
Enzymes Desensitization I loss of allosteric

regulation

Substrate inhibition

Voltage-operated channels Inactivation �
Receptive units as G protein-coupled receptors

and ligand-gated channels

Desensitization II loss of

response with time

Negative auto-ant-agonism; negative auto-intervention;

negative auto-modulation

Epithelial sodium channel (ENaC) Sodium self-inhibition desensiti-

zation II

‘Deactivation’ by phosphatases or CFTR#

The epithelial sodium channel (ENaC) is included as an example of an aberrant nomenclature.
#CFTR�cystic fibrosis transmembrane conductance regulator (Reddy & Quinton 1996; Quinton 2007). For a different ‘deactivation’ see Fig. 15.13.
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predicted in 1925 by Adair, modified by Pauling (1935),
and reconceived in the late 1950s by Koshland (Kosh-
land 1958, 2004). The KNF model (shown in Fig. 15.14)
could also explain negative co-operativity (Conway &
Koshland 1968) although not bell-shaped synagics. Thus
sequential induction of conformational changes may be
said to go back to Adair’s model for binding of O2 to
hemoglobin (Adair 1925); or if you prefer, even to Hill
in 1910 (see Chapter 10). Negative co-operativity in the
form of shallow dose-response curves is not a possibility
in the MWC ‘concerted model’ (Wyman 1967; Wong
1975).

One major difference between the simple MWC
model and the more elaborate KNF model is the
introduction of expressions for interaction between
subunits of different binding arrangements affecting
the occupancy and function of the individual subunit in
the KNF reaction scheme. The term interaction constant
(or coefficient) acknowledges this type of varied interac-
tion between subunits. Thus for instance, one interac-
tion between a reactive subunit A and an active subunit
B in a quaternary subunit complex is given by the
interaction coefficient KAB�(AB) �(A)/[(AA) �(B)],
where (AB) and (AA) refer to interacting subunits,
while (A) and (B) refer to non-interacting subunits
(Koshland et al. 1966; Segel 1975, 1993; Neet 1995).

In 1965, Atkinson and co-workers showed that even in
the simplest possible model with four subunits present,
allowing the effects of a single constant-of-interaction
with values from 1 to 20, at a value of 20 for maximum
interaction, the model could predict an earlier observed
Hill coefficient of 3.8 for catalytic activity in yeast DNF-
isocitrate dehydrogenase (Atkinson et al. 1965).

In this way, introducing constants-of-interaction is one
key difference between the Monod and the Koshland
approaches. These constants-of-interaction are similar to
the complex affinity constant introduced by Hall in his
ATSM, constant g (Hall 2000) that can vary on a graded
and continuous scale.

Even though the KNF model is not an explicit
‘genuine two-state model’ as the MWC model, the
KNF paper (Koshland et al. 1966) is still an intriguing
score of intelligent software. The paper is on homo-
tropic binding with the complexity of a four-site and
sequentially alternating system as numbers of bound
ligands increase. Koshland and co-worker showed that
many models can actually explain the observed sigmoid-
ality of oxygen binding to hemoglobin. Alone the
conformations of a four-subunit molecule have several
possibilities for subunit interactions: tetrahedral,
square, linear, and even concerted (Koshland et al.
1966). The full model has 44 different conformations
(Fig. 15.14). A square form of the quaternary KNF
model is framed in Fig. 15.14 and shown in Fig. 15.15.
This model was explicitly analyzed by Kirtley and Kosh-
land (1967).

Further in the discussion of the KNF paper, there is a
representation of a genuine two-state model. Meanwhile,
it is used for a discussion of induction versus selection
(see sub-chapter 5.11) or as it was called ‘catalyzed
transformation versus tautomerism’ (Koshland et al.
1966).

In the following years, Koshland and co-workers also
explicitly discussed genuine two-state models (Haber &
Koshland 1967).

It has been argued that the KNF model is ruled out
if an effector molecule spontaneously presents two
conformational states (Bloom et al. 1997). Notwith-
standing, spontaneous flipping of site conformation is
included in the general KNF model (Haber & Koshland
1967; Segel 1975, 1993).

For practical implementation of the KNF models, it is
the homotropic-binding-form that is most often used for
synagic data analysis. To mention just a single example,
see Wangensteen et al. (2001).

15.6.2. Homotropic Functional Studies in the KNF
Model

Functionality was obtained for the homotropic KNF
model by invoking an HMM-like formulation on the

Figure 15.14. The general KNF model. This complete se-
quential model of the KNF scheme has a total of 44
independent dissociation and isomerization constants. The
framed conformations indicate the original KNF model. Drawn
according to Eigen (1968). Taken from Karpen and Ruiz
(2002, Fig. 1) with permission.
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expressions obtained for binding (Teipel & Koshland
1969). A similar approach for the homotropic function-
ality was taken by Kurganov (1982). Since the purpose of
Teipel and Koshland’s paper was to explain heterotropic
effects of different ligands, their article is more relevant
for heterotropic functionality, which will be discussed
below.

Dose-response relationships with levels, or terraced
synagics, were found for enzymes and characterized as
‘negative co-operativity’. The negative co-operativity was
easily explained by the KNF model (Conway & Koshland
1968; Teipel & Koshland 1969; Levitzki & Koshland
1969), whilst as often cited, the MWC model could not
explain such negative homotropic phenomena.

Although versions of the homotropic KNF model for
single ligand interactions may be found scattered
throughout the biological literature, it is moderately
implemented for experimental activity (Shou et al. 1999;
Houston & Galetin 2005).

15.6.3. Heterotropic Binding Studies in the KNF
Model

This theme is explicitly addressed in Kirtley and Kosh-
land (1967) based on the square model (Fig. 15.15);
introduced as one of the possible models in Koshland
et al. (1966). Later examples implicating this type of
analysis for theoretical analysis and experimental data
are frequent and expanding (e.g., Wells 1992; Wreggert
& Wells 1995; Avalani et al. 2004; Cornish-Bowden 1995,
Chapter 9, 2004, Chapter 11; Linder 2006; Choi &
Zocchi 2007; Lee et al. 2007).

15.6.4. Heterotropic Functional Studies in the KNF
Model

Functionality was obtained as for the homotropic KNF
model by invoking a HMM-like formulation (Teipel &
Koshland 1969). The aim was in fact to explain synagics
with ‘levels’ (‘negative co-operativity’, leveling or plateau
regions) and ‘bumpy curves’ (Levitzki & Koshland
1969). Nowadays, synagic curves with intercalated

plateaus are also referred to as ‘terraced’ relationships
(Munson 1983).

Again, versions of the KNF model for heterotropic
functionality may be found scattered throughout the
biological literature, but as with the homotropic type of
KNF it is also rarely used for analysis of experimental
data on activity (Shou et al. 2001; Shou 2002; Galetin
et al. 2005).

15.6.5. Disappointments with Omitted Details for
the KNF Model

The zealous reader might have expected and wished for
more details on the KNF models. However, further
analyses and detailing of the KNF models should be
developed in relation to specific projects, since a general
description with no particular experimental objective
it is a matter of ever expanding formulations based on
the unconstrained variability and amplitude of interac-
tions between dissociation constants in KNF models
(Figs. 15.14 and 15.15).

In reality, matters are a bit more complicated. Con-
sider as an example the molecular models used to
describe allostery in the fructose-1,6-bisphosphatase
enzyme shown in Fig. 15.16.

Therefore, in modeling, it is left to personal judgment
to assign realistic possibilities and values for the imple-
mented interactions of an actual experiment. Consider
for example an analysis of forces and interactions in the
‘cube’ and the ‘star’ models of soap bubbles (Fig. 15.17).

15.7. Some Notes on Concerted Versus
Sequential

15.7.1. Evidence for Either Concerted or
Sequential Synagics

We have a concerted model, when (1) all subunits flip
from one conformation to another at the same time, (2)
all their binding constants change simultaneously and
are invariant for the single state, and (3) spontaneous
conformation flipping from one to another state only

Koshland-Némethy-Filmer’s Square model
Figure 15.15. The ‘square’ KNF model.
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takes place in non-liganded receptive units (Fig. 15.3).
Alternatively, we have a sequential model when (1)
subunits flip conformationally one site at a time, (2)
the interaction between different subunits vary as
binding proceeds and affect the dissociation constants,
and (3) the conformational isomerization is also in-
duced by the presence of bound ligands (Fig. 15.14).

Concepts and their designators are easily confounded.
Keep the term-pair ‘concerted/vs/sequential’ separate

from the pair ‘conformational induction/vs/conforma-
tional selection’ or just ‘induction-selection’. These two
term-pairs of complementary action cover different
conceptions for the function of effectors, but both pairs
may be relevant for the same allosteric mechanism.
The pair ‘concerted-sequential’ is treated next, while
‘selection-induction’ is treated in sub-chapter 5.11.

The concerted or symmetrical model proposed by
MWC in 1965 and the sequential model or ‘induced fit’

Figure 15.16. Allostery in complexes of the porcine and E. coli fructose-1,6-biphosphatases by modulators. Cut-off radius is at
2Å. From Hines et al. (2007a,b, Fig. 2 (Panel A), Fig. 2B�C (Panel B)) with permission.
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model proposed by KNF in 1966 were and still are the
two dominating allosteric models for concerted-vs-
sequential reaction schemes and for ideas on selection-
vs-induction. As mentioned, concertedness was already
established in the 1950s when four association constants
for O2 binding to hemoglobin were determined
(Roughton et al. 1955) and confirmed structurally by
Perutz (1970). However, the conformational flipping
was on binding of the 4th O2 molecule (Roughton et al.
1955), not before binding of the first O2 as assumed in
the MWC model (see Table 5.3 in Chapter 5).

The debate between followers of these two models,
concerted versus sequential, is still actual and very lively
(Perutz et al. 1998; Bettati et al. 1998; Edelstein &
Changeux 1998; Macol et al. 2001; Helmstaedt et al.
2001; Fetler & Vachette 2002; Koshland & Hamadani
2002; Changeux 2004; Tsuruta et al. 2005; Fetler et al.
2007). On concerted-ness in protein folding, see Zhou
and Bai (2007).

Most researchers on the aspartate transcarbamylase
enzyme (ATCase) consider it to follow concerted
behavior as assumed in the MWC model, where within
a unspecified time frame around the binding of a single
or the first substrate molecule it flips the whole ATCase
enzyme complex, consisting of 12 subunits with two
catalytic sites built by six subunits and three regulatory
domains built by six other subunits, into its active R
conformation (Jin et al. 1999; Macol et al. 2001; Stieglitz
2004; Tsuruta et al. 2005; Wang et al. 2005, 2007).
Observe that concerted behavior in ATCase is not an
argument against sequential stepping. Both concerted
and sequential models may be valid for different effector
complexes-and even expressed in the same protein
complex, as discussed by Perutz et al. (1998).

15.7.2. The ‘Mon-land’ Model

Thorough and detailed analyses of the KNF and MWC
models and a comparison between the two have been
recapitulated again and again (Segel 1975, 1993; Kurga-

nov 1982; Neet 1995; Koshland & Hamadani 2002;
Changeux 2004, Chapters 7 and 8). Perutz et al.
(1998) have even unified the two models and designated
a hybrid as the ‘Mon-land’ model.

Therefore, here, I will only sum up the situation by
stating that the models of KNF has the advantage over the
MWC model by including negative co-operativity (nega-
tive homotropic allostery) and negative heterotropic
allostery. KNF models can handle interim effector states
and the Koshland and coworker papers describe several
of the possible subunit interactions, including intermedi-
ary complex states of differently arranged geometry for
subunits. The general KNF model also switches between
states in the liganded and non-liganded forms (Segel
1975, 1993), i.e., the KNF models really include both
induction and selection, as in the simpler K&T model
discussed in Chapter 5. Furthermore, both sequential and
concerted behavior is inherent in KNF models.

Although spontaneous activity was not explicitly dealt
with in the 1966-KNF models, spontaneous activity was
never excluded from the KNF model (Haber & Koshland
1967). Evidently, some protein complexes obey the
MWC concertedness when undergoing a conformational
isomerization (Tsuruta et al. 2005; Wang et al. 2005,
2007). However, this may also be, as mentioned, for-
mulated by versions of the general KNF model.

15.7.3. Where to Go

Both concept-pairs of ‘concerted-sequential’ and ‘selec-
tion-induction’ are included in thermo-dynamically
sound schemes of the ATSM (Chapter 7). The ATSM
as presented is limited by merely involving two binding
sites. All in all, reaction schemes of ATSM and elabora-
tions of this model, as in the FP-TSM, seem more
relevant as starting material for further analysis of
synagic studies than a base in the MWC model.

Strangely, the idea of ‘selection’ � where different
conformational states of receptors are stabilized by the
ligand binding � rather than ligand ‘induction’ has

Figure 15.17. ‘Cube’ and ‘Star’ models in soap bubbles. An aspect of ‘detailed balance in thermodynamics’ is observed.
Although soap films are restricted by external forces to sheets and spheres, constructions can be made such that cubes, stars
and other forms appear. Soap models: are they homologous for synagic reaction schemes or just analogies? (A) From http://
homepage.mac.com/keithmjohnson and (B) from http://www.tomnoddy.com.
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been favoured in recent years by receptologists, but kept
in balance by others (Lutz & Kenakin 1999, pp. 66�68).
More details on this are given in sub-chapter 5.11.

I conclude that maybe some multi-sited enzymes
operate in a concerted fashion, but as they do not
follow the functional synagics derived in the MWC paper
(Eq. 15.2), other models have to be invoked (see for
instance Section 15.3.6).

15.8. Pascal Triangle, Two-state, and
Cubic Two-state Schemes

I shall end Chapter 15 with a brief look at the
differences between one-state Hill-Adair-Pauling-type
models (HAP-models) and genuine two-state models as
the cyclic two-state model and the Monod-Wyman-
Changeux model. To conclude this sub-chapter, there
is a summary on what differentiates the Monod-Wyman-
Changeux model from other models (Section 15.8.3),
and a suggestion for the future use of two-state cubic
models (Section 15.8.4).

15.8.1. Combinatorial Models and the
Pascal-triangle Extension

Invoking Hill’s modified equation (Eq. 10.2) and
general formulation for its use in data analysis is
presented in Chapter 10.

The Hill type equations are in principle simpler than
the MWC regime but may be expanded as in the Pascal
triangle (Tuk & vanOostenbruggen 1996; Weiss 1997).
Compare this with Adair (1925) and Pauling (1935)
derivations. The original KNF models are a prolonga-
tion, concatenation, and extension of the HAP-models,
especially when the KNF models do not deal explicitly
with two-state modeling, as was somewhat the case in the
KNF paper (Koshland et al. 1966).

Tuk and van Oostenbruggen (1996) and Weiss
(1997), in the same manner as KNF, investigate the
model possibilities when focusing on interaction be-
tween binding sites without genuine two-state mechan-
isms. In these two papers, sequential effects are invoked
by employing equilibrium dissociation constants Kd1 and
Kd2 (1 and 2 indicate the first and second binding) that
are not equal. This covers the idea that binding
constants change as ligands bind. The general statement
about binding site interactions is Kdx"Kdx�1. This is
ruled out in the MWC model, where Kd1, Kd2,... Kdn�1

must all be identical with Kdn.
For both (1) fully occupied and (2) all kinds of

occupied receptors, fully and partially, Tuk and van
Oostenbruggen (1996) in the foot-steps of Adair-Paul-
ing-KNF-Wells (Wells 1992) derive the general expres-

sions for fractional binding with any number of binding
sites, n, using the Pascal-triangle. This type of equation is
given in Chapter 6 (Table 6.2) for both occupancy and
function.

Weiss (1997) also used the Pascal-triangle extension
for the fraction of fully occupied receptors in ordered
(sequential) and random (independent) reaction
schemes. These two schemes are discussed in sub-
chapters 6.2 and 6.3. Weiss’s expression for the random
model is identical to the Tuk and van Oostenbruggen
expression. Weiss’s two formulae are presented in
Chapter 6 as equations in Table 6.2.8

The isomerization constant for conformational
change, L, in un-liganded receptive systems, i.e., genuine
allosteric effects, is not considered in the Tuk-van
Oostenbruggen and Weiss papers, and thus is different
from the treatment by for instance Janin (1973), Thron
(1973), and Colquhoun (1973). Meanwhile, Weiss
(1997) analyze a model with a conformational step after
n-1 ligands have bound. This is comparable to O2 binding
to hemoglobin as found by Roughton et al. (1955).

Derivations that are different from the Tuk and van
Oostenbruggen and Weiss expansion for multi-sited
binding at equilibrium can be found in several other
publications (e.g., Wells 1992; Wreggett & Wells 1995;
Colozo et al. 2007).

The conclusion of Weiss (1997) on the use of Hill’s
equation is worth noting. Weiss writes ‘Despite its
appealing simplicity, the Hill equation is not a physically
realistic reaction scheme, raising the question of
whether it should be abandoned in favor of realistic
reaction schemes; at the very least, its limitations should
be more widely recognized in its frequent application to
ligand-receptor interactions. The Hill coefficient is best
thought of as an interaction coefficient among multiple
binding sites’. I totally agree.

In continuation of the expanding interest in interac-
tion coefficients, several authors have proposed new
models within the realm of MWC. As an example, an
empirical model with expanded interaction coefficients
was suggested by Kurganov (2000), and as mentioned in
Section 15.3.8, Eisenstein et al. (1995) in manipulating
the MWC/Changeux and Rubin equation for hetero-
tropic functionality also introduced new dissociation
constants for co-operativity (homotropy).

15.8.2. Two-states � the MWC Model Versus the
K&T Model

In any event, it is enlightening to compare the Katz and
Thesleff model of cyclic two-states from 1957 (see K&T

8 There is a misprinting in the Weiss formula for the ordered case,
where the second term in the denominator should read [L]/Kd1,
instead of [L]. Anyway, it is correctly quoted in Table 6.2.
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in Chapter 5), with the two-state model for allostery
from 1965 by MWC, which, in contrast, is a non-cyclic
although reversible two-state system. In the K&T model,
the two-state system was treated for one type ligand in a
fully reversible cycle including both ‘induction’ and
‘selection’ of receptor states by ligand binding. In the
MWC, which is a non-cyclic scheme in its original form,
the two-state system was (also) first evaluated with one
ligand, while reversibility was only between unbound
states, tacitly assuming only ‘selection’. Thus, the term
‘selection’ might be included in designating the MWC
model as a two-state selection model. Next, a lemma was
introduced for the MWC with simultaneous switching
for all subunit binding constants in a concerted fashion.
Accordingly, the MWC model has even been designated
the two-state selection and concerted model (Koshland et al.
1966). This is in contrast to the K&T model that
specifically operates with an interaction constant as in
the KNF models due to the principle of thermodynamic
cycles (Fersht 1999, his Chapter 3 section L). To avoid a
contentious association to the term ‘co-operativity’, a
term such as ‘symmetry model’ is also used for the MWC
model instead of an ‘allosteric model’ (Cornish-Bowden
2004, p. 260).

For the MWC model, on leaving the K&T model
behind, there followed a treatment with two hetero-
tropic ligands, one being an allosteric activator and the
other an allosteric inhibitor (Monod et al. 1965; Rubin
& Changeux 1966). That was an advancement beyond
the K&T.

15.8.3. What Differentiates the MWC Model from
Other Models?

It has been upheld and posited many times that the
MWC model is characterized (1) by its description of
constitutive activity in an un-liganded state, i.e., sponta-
neous activity (Changeux & Edelstein 2005; Fetler et al.
2007), (2) by its protomer assemblies required for
allosteric behavior, and (3) by its sole change of
conformation before binding of ligands in a concerted
fashion involving all binding sites.

1. Notwithstanding, spontaneous activity in the
un-liganded state is not specific for the MWC.
This was anticipated long before (Haurowitz
1938; Perutz 1942; Wyman & Allen 1951),
formulated earlier (Katz & Thesleff 1957; Botts
& Drain 1958), and proven immediately before
the MWC model appeared (Muirhead & Perutz
1963). As an example, the KNF models also
explicitly include un-liganded ‘two-state’ spon-
taneous activity (Haber & Koshland 1967).

2. Furthermore, while arguments about axial and
rotational symmetries were introduced with the

MWC model, the receptive entities with several
identical subunits as in the original MWC
model also does not differentiate this model
from other models. Besides, binding sites at the
interface between subunits were missed by the
MWC model (Changeux & Edelstein 2005).

3. The possible conformational switch before ligand
binding is a whole paradigm of its own related
to the selection-vs-induction debate as discussed
in sub-chapter 5.11. In short, the conforma-
tional switch ‘before’ binding is a reality (Fetler
et al. 2007), but in relation to the MWC model,
it is the sole possibility. Regarding this con-
straint for the MWC, see below.

So, what differentiates the MWC model from other
models? First, it is the ferreting out and weeding of
variability in system binding constants that differentiates
this model from other models. The MWC model only
allows two dissociation constants, KR and KT, thus
dramatically simplifying synagic formulations for multi-
sited systems. Second, it is the limitation of an isomer-
ization of the receptive units exclusively for unbound
conformations, as mentioned above; a particular form
for concert.

These two assumed requirements in the MWC model
render special distribution equations for its description
(Monod et al. 1965), and these two hallmarks are the
strength and the weakness of the model. The combined
effect of the two hallmarks for MWC is also stated in
point 6 of Box 15.3.

Regrettably though, as demonstrated in Section
15.3.6, the elegant formulations for occupancy and
function in the MWC model were mixed and misguided
for the function of state R.

In subsequent redrawings of the MWC reaction
scheme, its essential precondition of a sole T0XR0

flip-flop is not always carried and maintained (see, e.g.,
Cornish-Bowden 1995, Fig. 9.2, or 2004, Fig. 11.6;
Changeux & Edelstein 2005, Fig. A.1C; and Section
1.4.2).

15.8.4. Graded FP-TSM and the Future

The FP-TSM in Fig. 15.2, with graded system constants
(Fig. 7.2B), is a novel type of reaction scheme, since it
allows for co-lateral binding and varied interactions
between different ligand-receptor complexes, similar
to the KNF model, but in a full thermo-dynamically
complete reaction scheme with an explicitly formulated
two-state mechanism. Some types of both the KNF
model and the MWC model are included in the FP-
TSM, although with severe constraints on the FP-TSM to
accommodate in particular the MWC models.
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Opposite to this, so far, the bi-sited FP-TSM in Fig.
15.2 fails to match the multi-sites of both KNF and MWC
models. Nevertheless, in the future, when there is
detailed information about binding and/or function
in dose-response relations for ligand-receptor interac-
tions, the HOTSM, ATSM, and FP-TSM should be
implemented as analytical tools. In case there are
more than two sites for binding, an expansion of the
HOTSM, ATSM, and FP-TSM will of course be necessary.

15.9. Conclusions

A. It is extremely important to keep analytical tools
for binding studies apart from tools for func-
tional studies.

B. If using the MWC model for analysis of homo-
tropic functional studies for enzymes or non-
ligand-gated transporters, the newly derived Eq.
15.4 should be employed instead of twisted
versions of the 15.1a and 15.1c formulation or
the Eisenstein et al. formulation (Eq. 15.5). For
analysis of similar but heterotropic studies it is
recommended to drop the Changeux-Rubin
and Kurganov formulations (sub-chapter 15.4)
and instead employ expansions of the ATSM.

C. The MWC model is without cyclic two-states.
When you compare the MWC model with the
ATSM and HOTSM described in Chapter 7, it is
my conviction that the ATSM and HOTSM are
much more versatile models for analysis,
although so far only developed for two-site
reaction schemes. Expansions of the ATSM
are begining to appear (Ehlert & Griffin 2008).

D. In nature, many switch mechanisms exist, and
on these lines, even covalently adapting multi-
kinase systems requires several steps in order to
become on-off switch-like with signal amplifica-
tion (Bhalla et al. 2002; Li & Qian 2003; Angeli
et al. 2004; Bhalla 2004; Cornish-Bowden 2004,
pp. 102�104; Cheng et al. 2005; Dinarina et al.
2005). Thus, in order to obtain molecular
switches, it may be that the modified Hill and
MWC-concerted multi-sited system has the im-
mediate solution. Algebraic expressions for
switch behavior can also be obtained by exten-
sions of the HOTSM and ATSM reaction
schemes; that is, an expansion from their
present two binding sites to more binding sites.

E. Therefore, modeling in the future should avoid
the Hill and MWC models and instead imple-
ment the new models for allostery, ATSM and
the HOTSM, their combined scheme the FP-
TSM, and further develop these models into
models with more than two binding sites.
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blutes auf dessen sauerstoffbindung übt. Skand Arch Physiol 16:
402�412, 1904.

Bond RA & Ijzerman AP. Recent developments in constitutive receptor
activity and inverse agonism, and their potential for GPCR drug
discovery. Trends Pharmacol Sci 27: 92�96, 2006.

Botts J & Drain GF. An illustration of a kinetic analysis: the myosin
B-ATP-EDTA system. The committee of muscle chemistry of
Japan. 33�41. 1958. Tokyo, Igaku Shoin. Proceedings from
Conference on the chemistry of muscular contraction 1957.

Bourne HR, Sanders DA & McCormick F. The GTPase superfamily: a
conserved switch for diverse cell functions. Nature 348: 125�132,
1990.

Brown WEL & Hill AV. The oxygen/dissociation curve of blood, and its
thermodynamical basis. Proc Roy Soc B 94: 297�334, 1923.

Burzomato V, Beato M, Groot-Kormelink PJ, Colquhoun D & Sivilotti
LG. Single-channel behavior of heteromeric alpha1beta glycine
receptors: an attempt to detect a conformational change before
the channel opens. J Neurosci 24: 10924�10940, 2004.

Cantor CR & Schimmel PR. Biophysical Chemistry. III The Behavior of

Biological Macromolecules. New York: WH Freeman & Co., 1980.
Chan WW & Enns CA. Aspartate transcarbamoylase: loss of homotropic

but not heterotropic interactions upon modification of the
catalytic subunit with a bifunctional reagent. Can J Biochem 57:
798�805, 1979.

Changeux J-P. The Physiology of Truth: Neuroscience and Human Knowl-

edge. Cambridge: Belkanp Press of Harvard University Press, 2004.
Changeux JP. The feedback control mechanisms of biosynthetic

L-threonine deaminase by L-isoleucine. Cold Spring Harb Symp

Quant Biol 26: 313�318, 1961.
Changeux JP. Allosteric proteins: from regulatory enzymes to receptors

� personal recollections. Bioessays 15: 625�634, 1993.
Changeux JP & Thiery J. On the mode of action of colicins: a model of

regulation at the membrane level. J Theor Biol 17: 315�318, 1967.
Changeux JP & Podleski TR. On the excitability and cooperativity of

the electroplax membrane. Proc Natl Acad Sci USA 59: 944�950,
1968a.

Changeux JP & Rubin MM. Allosteric interactions in aspartate
transcarbamylase. 3. Interpretation of experimental data in terms
of the model of Monod, Wyman, and Changeux. Biochemistry

7: 553�561, 1968b.
Changeux JP & Edelstein SJ. Allosteric mechanisms in normal and

pathological nicotinic acetylcholine receptors. Curr Opin Neurobiol

11: 369�377, 2001.
Changeux JP & Edelstein SJ. Allosteric mechanisms of signal transduc-

tion. Science 308: 1424�1428, 2005.
Changeux JP, Thiery J, Tung Y & Kittel C. On the cooperativity of

biological membranes. Proc Natl Acad Sci USA 57: 335�341, 1967.
Changeux JP, Gerhart JC & Schachman HK. Allosteric interactions in

aspartate transcarbamylase. I. Binding of specific ligands to the
native enzyme and its isolated subunits. Biochemistry 7: 531�538,
1968.

Cheetham GM. Novel protein kinases and molecular mechanisms of
autoinhibition. Curr Opin Struct Biol 14: 700�705, 2004.

Chen YH, Li MH, Zhang Y, He LL, Yamada Y, Fitzmaurice A, Shen Y,

Zhang H, Tong L & Yang J. Structural basis of the alpha1-beta
subunit interaction of voltage-gated Ca2� channels. Nature 429:

675�680, 2004.
Cheng A, Xiong W, Ferrell JE Jr & Solomon MJ. Identification and

comparative analysis of multiple mammalian Speedy/Ringo

proteins. Cell Cycle 4: 155�165, 2005.
Choi B & Zocchi G. Guanylate kinase, induced fit, and the allosteric

spring probe. Biophys J 92: 1651�1658, 2007.
Christopoulos A. Allosteric binding sites on cell-surface receptors:

novel targets for drug discovery. Nat Rev Drug Discov 1: 198�210,

2002.
Christopoulos A & Kenakin T. G protein coupled receptor allosterism

and complexing. Pharmacol Rev 54: 323�374, 2002.
Christopoulos A, Lanzafame A & Mitchelson F. Allosteric interactions

at muscarinic cholinoceptors. Clin Exp Pharmacol Physiol 25: 185�
194, 1998.

Christopoulos A, Parsons AM, Lew MJ & El-Fakahany EE. The
assessment of antagonist potency under conditions of transient

response kinetics. Eur J Pharmacol 382: 217�227, 1999.
Christopoulos A, May LT, Avlani VA & Sexton PM. G-protein-coupled

receptor allosterism: the promise and the problem(s). Biochem Soc

Trans 32: 873�877, 2004.
Colozo AT, Park PS, Sum CS, Pisterzi LF & Wells JW. Cholesterol as a

determinant of cooperativity in the M(2) muscarinic cholinergic
receptor. Biochem Pharmacol 74: 236�255, 2007.

Colquhoun D. The relation between classical and cooperative models
for drug action. In: Drug Receptors. A Symposium, edited by Rang

HP. London: MacMillan Press, 1973.
Colquhoun D. Binding, gating, affinity and efficacy: the interpretation

of structure-activity relationships for agonists and of the effects of

mutating receptors. Br J Pharmacol 125: 924�947, 1998.
Colquhoun D. Agonist-activated ion channels. Br J Pharmacol 147: S17�

S26, 2006.
Conway A & Koshland DE Jr. Negative cooperativity in enzyme action.

The binding of diphosphopyridine nucleotide to glyceraldehyde

3-phosphate dehydrogenase. Biochemistry 7: 4011�4023, 1968.
Cornelius F, Fedosova NU & Klodos I. E2P phosphoforms of Na,K-

ATPase. II. Interaction of substrate and cation-binding sites in Pi
phosphorylation of Na,K-ATPase. Biochemistry 37: 16686�16696,

1998.
Cornish-Bowden A. Fundamentals of Enzyme Kinetics, 2nd ed. London:

Portland Press, 1995.
Cornish-Bowden A. Fundamentals of Enzyme Kinetics, 3rd ed. Colchester:

Portland Press Ltd., 2004a.
Cornish-Bowden A. The Pursuit of Perfection. Aspects of Biochemical

Evolution. Oxford: Oxford University Press, 2004b.
Costa T & Herz A. Antagonists with negative intrinsic activity at delta

opioid receptors coupled to GTP binding proteins. Proc Natl Acad

Sci USA 86: 7321�7325, 1989.
Costa T & Cotecchia S. Historical review: negative efficacy and

constitutive activity of G-protein-coupled receptors. Trend Phar-

macol Sci 26: 618�624, 2005.
Cotecchia S. Constitutive activity and inverse agonism at the alpha(1)

adrenoceptors. Biochem Pharmacol 73: 1076�1083, 2007.
De Lean A, Stadel JM & Lefkowitz RJ. A ternary complex model

explains the agonist specific binding properties of the adenylate
cyclase coupled beta-adrenergic receptor. J Biol Chem 255: 7108�
7117, 1980.

de Ligt RA, Kourounakis AP & Ijzerman AP. Inverse agonism at

G protein-coupled receptors: (patho)physiological relevance and
implications for drug discovery. Br J Pharmacol 130: 1�12, 2000.

del Castillo J & Katz B. Interaction at end-plate receptors between

different choline derivatives. J Physiol 146: 369�381, 1957.

Chapter 15: Allostery and Development of its Models 405



Dhami GK & Ferguson SS. Regulation of metabotropic glutamate
receptor signaling, desensitization and endocytosis. Pharmacol

Ther 111: 260�267, 2006.
DiFrancesco D. Dual allosteric modulation of pacemaker (f) channels

by cAMP and voltage in rabbit SA node. J Physiol 515: 367�376,
1999.

Dinarina A, Perez LH, Davila A, Schwab M, Hunt T & Nebreda AR.
Characterization of a new family of cyclin-dependent kinase
activators. Biochem J 386: 349�355, 2005.

Douglas CG, Haldane JS & Haldane JBS. The laws of combination of
haemoglobin with carbon monoxide and oxygen. J Physiol 44:
275�304, 1912.

Edelstein SJ. Cooperative interactions of hemoglobin. Annu Rev

Biochem 44: 209�232, 1975.
Edelstein SJ & Changeux JP. Allosteric transitions of the acetylcholine

receptor. Adv Protein Chem 51: 121�184, 1998.
Ehlert FJ. Estimation of the affinities of allosteric ligands using

radioligand binding and pharmacological null methods. Mol

Pharmacol 33: 187�194, 1988.
Ehlert FJ and Griffin MT. Two-state Models and the Analysis of the

Allosteric Effect of Gallamine at the M2 Muscarinic Receptor.
J Pharmacol Exp Ther Feb 27; [Epub ahead of print]: 2008.

Eigen M. Kinetics of reaction control and information transfer in
enzymes and nucleic acids. In: Fast Reactions and Primary Processes

in Chemical Kinetics. Nobel Symposium 5, edited by Claesson S.
Stockholm: Almquist & Wiksell, 1967.

Eigen M. New looks and outlooks on physical enzymology. Q Rev

Biophys 1: 3�33, 1968.
Einholm AP, Toustrup-Jensen M, Andersen JP & Vilsen B. Mutation of

Gly-94 in transmembrane segment M1 of Na� ,K� -ATPase
interferes with Na� and K� binding in E2P conformation.
Proc Natl Acad Sci USA 102: 11254�11259, 2005.

Eisenstein E. Energetics of cooperative ligand binding to the active
sites of biosynthetic threonine deaminase from Escherichia coli.
J Biol Chem 269: 29416�29422, 1994.

Eisenstein E, Yu HD & Schwarz FP. Cooperative binding of the
feedback modifiers isoleucine and valine to biosynthetic threo-
nine deaminase from Escherichia coli. J Biol Chem 269: 29429, 1994.

Eisenstein E, Yu HD, Fisher KE, Iacuzio DA, Ducote KR & Schwarz FP.
An expanded two-state model accounts for homotropic coopera-
tivity in biosynthetic threonine deaminase from Escherichia coli.
Biochemistry 34: 9403�9412, 1995.

Eskandari S, Wright EM & Loo DD. Kinetics of the reverse mode of the
Na�/glucose cotransporter. J Membr Biol 204: 23�32, 2005.

Ferrell CM, Lauf PK, Wilson BA & Adragna NC. Lithium and protein
kinase C modulators regulate swelling-activated K-Cl cotransport
and reveal a complete phosphatidylinositol cycle in low K sheep
erythrocytes. J Membr Biol 177: 81�93, 2000.

Fersht A. Structure and Mechanism in Protein Science. A Guide to Enzyme

Catalysis and Protein Folding. New York: WH Freeman & Co., 1999.
Fetler L & Vachette P. Revisiting the allosteric mechanism of aspartate

transcarbamoylase. Nat Struct Biol 9: 87�89, 2002.
Fetler L, Kantrowitz ER & Vachette P. Direct observation in solution of

a preexisting structural equilibrium for a mutant of the allosteric
aspartate transcarbamoylase. Proc Natl Acad Sci USA 104: 495�500,
2007.

Frieden C. Treatment of enzyme kinetic data. I. The effect of modifiers
on the kinetic parameters of single substrate enzymes. J Biol Chem

239: 3533�3543, 1964.
Frieden C. Kinetic aspects of regulation of metabolic processes. The

hysteretic enzyme concept. J Biol Chem 245: 5788�5799, 1970.
Fromm HJ. Initial Rate Enzyme Kinetics. Berlin: Springer-Verlag, 1975.
Gainetdinov RR, Premont RT, Bohn LM, Lefkowitz RJ & Caron MG.

Desensitization of G protein-coupled receptors and neuronal
functions. Annu Rev Neurosci 27: 107�144, 2004.

Galetin A, Ito K, Hallifax D & Houston JB. Cyp3A4 substrate selection
and substitution in the prediction of potential drug/drug
interaction. J Pharmacol Exp Ther 314: 180�190, 2005.

Gerhart JC. A discussion of the regulatory properties of aspartate
transcarbamlase from Escherichia coli. In: Current Topics in Cellular
Regulation, edited by Horecker BL & Stadtman ER. New York:
Academic Press, 1970.

Gerhart JC & Pardee AB. The enzymology of control by feedback
inhibition. J Biol Chem 237: 891�896, 1962.

Gerhart JC & Schachman HK. Allosteric interactions in aspartate
transcarbamylase. II. Evidence for different conformational states
of the protein in the presence and absence of specific ligands.
Biochemistry 7: 538�552, 1968.

Giniatullin R, Nistri A & Yakel JL. Desensitization of nicotinic ACh
receptors: shaping cholinergic signaling. Trends Neurosci 28: 371�
378, 2005.

Giraldo J. Agonist induction, conformational selection, and mutant
receptors. FEBS Lett 256: 13�18, 2004.

Grosman C & Auerbach A. Kinetic, mechanistic, and structural aspects
of unliganded gating of acetylcholine receptor channels: a single-
channel study of second transmembrane segment 12’ mutants.
J Gen Physiol 115: 621�635, 2000.

Haber JE & Koshland DE Jr. Relation of protein subunit interactions to
the molecular species observed during cooperative binding of
ligands. Proc Natl Acad Sci USA 58: 2087�2093, 1967.

Hall DA. Modeling the functional effects of allosteric modulators at
pharmacological receptors: an extension of the two-state model of
receptor activation. Mol Pharmacol 58: 1412�1423, 2000.

Hambrock A, Kayar T, Stumpp D & Osswald H. Effect of two amino
acids in TM17 of Sulfonylurea receptor SUR1 on the binding of
ATP-sensitive K� channel modulators. Diabetes 53: S128�S134,
2004.

Hatton CJ, Shelley C, Brydson M, Beeson D & Colquhoun D.
Properties of the human muscle nicotinic receptor, and of the
slow-channel myasthenic syndrome mutant epsilonL221F, in-
ferred from maximum likelihood fits. J Physiol 547: 729�760,
2003.

Haurowitz F. Das gleichgewicht zwischen hämoglobin und sauerstoff.
Hoppe-Seyler Z Physiol Chem 254: 266�274, 1938.

Helmstaedt K, Krappmann S & Braus GH. Allosteric regulation of
catalytic activity: Escherichia coli aspartate transcarbamoylase versus
yeast chorismate mutase. Microbiol Mol Biol Rev 65: 404�421, 2001.

Hill AV. The mode of action of nicotine and curari, determined by the
form of the concentration curve and the method of temperature
coefficients. J Physiol (Lond) 39: 361�373, 1910.

Hill AV. The combinations of haemoglobin with oxygen and carbon
monoxide. Biochem J 7: 471�480, 1913.

Hill TL. Cooperativity Theory in Biochemistry. Steady-state and Equilibrium
Systems. Berlin: Springer-Verlag, 1985.

Hille B. Ionic Channels of Excitable Membranes. Sunderland: Sinauer
Associates, 2001.

Hines JK, Kruesel CE, Fromm HJ & Honzatko RB. Structure of
inhibited fructose-1,6-bisphosphatase from Escherichia coli: distinct
allosteric inhibition sites for AMP and glucose 6-phosphate and
the characterization of a gluconeogenic switch. J Biol Chem 282:
24697�24706, 2007a.

Hines JK, Chen X, Nix JC, Fromm HJ & Honzatko RB. Structures of
mammalian and bacterial fructose-1,6-bisphosphatase reveal the
basis for synergism in AMP/fructose 2,6-bisphosphate inhibition.
J Biol Chem 282: 36121�36131, 2007b.

Hirayama BA, Loo DD, Dı́ez-Sampedro A, Leung DW, Meinild AK, Lai-
Bing M, Turk E and Wright EM. Sodium-dependent reorganiza-
tion of the sugar-binding site of SGLT1. Biochemistry 46: 13391�
13406, 2007.

Hirsh L, Ben-Ami I, Freimann S, Dantes A, Tajima K, Kotsuji F &
Amsterdam A. Desensitization to gonadotropic hormones: a model

406 Part IV: Super-Complex Modulation



system for the regulation of a G-protein-coupled receptor with
7-transmembrane spanning regions. Biochem Biophys Res Commun
326: 1�6, 2005.

Hlavackova V, Goudet C, Kniazeff J, Zikova A, Maurel D, Vol C,
Trojanova J, Prezeau L, Pin JP & Blahos J. Evidence for a single
heptahelical domain being turned on upon activation of a
dimeric GPCR. EMBO J 24: 499�509, 2005.

Holst B, Lang M, Brandt E, Bach A, Howard A, Frimurer TM, Beck-
Sickinger A & Schwartz TW. Ghrelin receptor inverse agonists:
identification of an active peptide core and its interaction
epitopes on the receptor. Mol Pharmacol 70: 936�946, 2006.

Holzgrabe U, De Amici M & Mohr K. Allosteric modulators and
selective agonists of muscarinic receptors. J Mol Neurosci 30: 165�
168, 2006.

Houston JB & Galetin A. Modelling atypical CYP3A4 kinetics:
principles and pragmatism. Arch Biochem Biophys 433: 351�360,
2005.

Iwata S, Kamata K, Yoshida S, Minowa T & Ohta T. T and R states in the
crystals of bacterial L-lactate dehydrogenase reveal the mechan-
ism for allosteric control. Nat Struct Biol 1: 176�185, 1994.

Jackson MB. Spontaneous openings of the acetylcholine receptor
channel. Proc Natl Acad Sci USA 81: 3901�3904, 1984.

Jackson MB. Kinetics of unliganded acetylcholine receptor channel
gating. Biophys J 49: 663�672, 1986.

Jager M, Zhang Y, Bieschke J, Nguyen H, Dendle M, Bowman ME, Noel
JP, Gruebele M & Kelly JW. Structure-function-folding relation-
ship in a WW domain. Proc Natl Acad Sci USA 103: 10648�10653,
2006.

Janin J. The study of allosteric proteins. Prog Biophys Mol Biol 27: 77�
120, 1973.

Jensen ML, Schousboe A & Ahring PK. Charge selectivity of the Cys-
loop family of ligand-gated ion channels. J Neurochem 92: 217�225,
2005.

Jin L, Stec B, Lipscomb WN & Kantrowitz ER. Insights into the
mechanisms of catalysis and heterotropic regulation of Escherichia
coli aspartate transcarbamoylase based upon a structure of the
enzyme complexed with the bisubstrate analogue N-phosphon-
acetyl-lL-aspartate at 2.1 A. Proteins 37: 729�734, 1999.

John SA, Weiss JN, Xie LH & Ribalet B. Molecular mechanism for ATP-
dependent closure of the K� channel Kir6.2. J Physiol 552: 23�
34, 2003.

Jones PM & George AM. Nucleotide-dependent allostery within the
ABC transporter ATP-binding cassette: a computational study of
the MJ0796 dimer. J Biol Chem 282: 22793�22803, 2007.

Kamata K, Mitsuya M, Nishimura T, Eiki J & Nagata Y. Structural basis
for allosteric regulation of the monomeric allosteric enzyme
human glucokinase. Structure (Camb) 12: 429�438, 2004.

Karlin A. On the application of ‘a plausible model’ of allosteric
proteins to the receptor for acetylcholine. J Theor Biol 16: 306�
320, 1967.

Karpen JW & Ruiz M. Ion channels: does each subunit do something
on its own? Trends Biochem Sci 27: 402�409, 2002.

Katz B & Thesleff S. A study of the desensitization produced by
acetylcholine at the motor end-plate. J Physiol 138: 63�80, 1957.

Kenakin T. G-protein coupled receptors as allosteric machines.
Receptors Channels 10: 51�60, 2004a.

Kenakin T. Allosteric modulators: the new generation of receptor
antagonist. Mol Interv 4: 222�229, 2004b.

Kenakin T, Morgan P, Lutz M & Weiss J. The evolution of drug-
receptor models: the cubic ternary complex model for G protein-
coupled receptors. In: The Pharmacology of Functional, Biochemical,
and Recombinant Receptor Systems, edited by Kenakin T & Angus JA.
Berlin: Springer Verlag, 2000.

Kew JN. Positive and negative allosteric modulation of metabotropic
glutamate receptors: emerging therapeutic potential. Pharmacol
Ther 104: 233�244, 2004.

Kirtley ME & Koshland DE Jr. Models for cooperative effects in
proteins containing subunits. Effects of two interacting ligands.
J Biol Chem 242: 4192�4205, 1967.

Koshland DE Jr. Application of a theory of enzyme specificity to
protein synthesis. Proc Natl Acad Sci USA 44: 98�104, 1958.

Koshland DE Jr. Crazy, but correct. Nature 432: 447, 2004.
Koshland DE Jr & Hamadani K. Proteomics and models for enzyme

cooperativity. J Biol Chem 277: 46841�46844, 2002.
Koshland DE Jr, Nemethy G & Filmer D. Comparison of experimental

binding data and theoretical models in proteins containing
subunits. Biochemistry 5: 365�385, 1966.

Kurganov BI. The theoretical analysis of kinetic behaviour of ‘hystere-
tic’ allosteric enzymes. IV. Kinetics of dissociation-association
processes of allosteric enzymes. J Theor Biol 68: 521�543, 1977.

Kurganov BI. Allosteric Enzymes. Kinetic Behaviour. Chichester: Wiley &
Sons, 1982.

Kurganov BI. New approach to analysis of deviations from hyperbolic
law in enzyme kinetics. Biochemistry (Mosc) 65: 898�909, 2000.

Lameijer E-W, Kok JN, Back T & Ijzerman AP. The molecule evaluator.
An interactive evolutionary algorithm for the design of drug-like
molecules. J Chem Inf Model 46: 545�552, 2006.

Larrayoz IM, Fernandez-Nistal A, Garces A, Gorraitz E & Lostao MP.
Characterization of the rat Na�/nucleoside cotransporter 2 and
transport of nucleoside-derived drugs using electrophysiological
methods. Am J Physiol Cell Physiol 291: C1395�C1404, 2006.

Lazareno S & Birdsall NJ. Detection, quantitation, and verification of
allosteric interactions of agents with labeled and unlabeled
ligands at G protein-coupled receptors: interactions of strychnine
and acetylcholine at muscarinic receptors. Mol Pharmacol 48: 362�
378, 1995.

Lazareno S, Popham A & Birdsall NJ. Progress toward a high-affinity
allosteric enhancer at muscarinic M1 receptors. J Mol Neurosci 20:
363�367, 2003.

Leach K, Sexton PM & Christopoulos A. Allosteric GPCR modulators:
taking advantage of permissive receptor pharmacology. Trends

Pharmacol Sci 28: 382�389, 2007.
Lee TW, Cherney MM, Liu J, James KE, Powers JC, Eltis LD and James

MN. Crystal structures reveal an induced-fit binding of a substrate-
like aza-peptide epoxide to SARS coronavirus main peptidase.
J Mol Biol 366: 916�932, 2007.

Leff P. The two-state model of receptor activation. Trends Pharmacol Sci

16: 89�97, 1995.
Lefkowitz RJ, Cotecchia S, Samama P & Costa T. Constitutive activity of

receptors coupled to guanine nucleotide regulatory proteins.
Trends Pharmacol Sci 14: 303�307, 1993.

Levitzki A. Quantitative Aspects of Allosteric Mechanisms. Berlin: Springer-
Verlag, 1978.

Levitzki A & Koshland DE Jr. Negative cooperativity in regulatory
enzymes. Proc Natl Acad Sci USA 62: 1121�1128, 1969.

Li G & Qian H. Sensitivity and specificity amplification in signal
transduction. Cell Biochem Biophys 39: 45�59, 2003.

Linder JU. Class III adenylyl cyclases: molecular mechanisms of
catalysis and regulation. Cell Mol Life Sci 63: 1736�1751, 2006.

Lohse MJ, Nikolaev VO, Hein P, Hoffmann C, Vilardaga JP &
Bünemann M. Optical techniques to analyze real-time activation
and signaling of G-protein-coupled receptors. Trends Pharmacol Sci

29: 159�165, 2008.
Loo DD, Hirayama BA, Karakossian MH, Meinild AK & Wright EM.

Conformational dynamics of hSGLT1 during Na�/glucose
cotransport. J Gen Physiol 128: 701�720, 2006.

Lutz M & Kenakin T. Quantitative Molecular Pharmacology and Informatics

in Drug Discovery. Chichester: Wiley & Sons, 1999.
Macol CP, Tsuruta H, Stec B & Kantrowitz ER. Direct structural

evidence for a concerted allosteric transition in Escherichia coli
aspartate transcarbamoylase. Nat Struct Biol 8: 423�426, 2001.

Chapter 15: Allostery and Development of its Models 407



Mahler HR & Cordes EH. Biological Chemistry. London: Harper & Row
Ltd., 1966.

Marie N, Aguila B & Allouche S. Tracking the opioid receptors on the
way of desensitization. Cell Signal 18: 1815�1833, 2006.

May LT, Lin Y, Sexton PM & Christopoulos A. Regulation of M2
muscarinic acetylcholine receptor expression and signaling by
prolonged exposure to allosteric modulators. J Pharmacol Exp Ther
312: 382�390, 2005.

May LT, Leach K, Sexton PM & Christopoulos A. Allosteric modulation
of G protein-coupled receptors. Annu Rev Pharmacol Toxicol 47:
1�51, 2007.

Meyer S, Savaresi S, Forster IC & Dutzler R. Nucleotide recognition by
the cytoplasmic domain of the human chloride transporter ClC-5.
Nat Struct Mol Biol 14: 60�67, 2007.

Michel D. Cooperative equilibrium curves generated by ordered ligand
binding to multi-site molecules. Biophys Chem 129: 284�288, 2007.

Miller C. ClC chloride channels viewed through a transporter lens.
Nature 440: 484�489, 2006.

Milligan G & Smith NJ. Allosteric modulation of heterodimeric
G-protein-coupled receptors. Trends Pharmacol Sci 28: 615�620,
2007.

Min G, Kim H, Bae Y, Petz L & Kemper JK. Inhibitory cross-talk
between estrogen receptor (ER) and constitutively activated
androstane receptor (CAR). CAR inhibits ER-mediated signaling
pathway by squelching p160 coactivators. J Biol Chem 277: 34626�
34633, 2002.

Monod J. From enzymatic adaptation to allosteric transition. In: Nobel
Lectures, Physiology or Medicine 1963�1970. Amsterdam: Elsevier
Publishing Co., 1972.

Monod J & Jacob F. Teleonomic mechanisms in cellular metabolism,
growth, and differentiation. Cold Spring Harb Symp Quant Biol 26:
389�401, 1961.

Monod J, Changeux JP & Jacob F. Allosteric proteins and cellular
control systems. J Mol Biol 6: 306�329, 1963.

Monod J, Wyman J & Changeux J-P. On the nature of allosteric
transitions: a plausible model. J Mol Biol 12: 88�118, 1965.

Morth JP, Pedersen BP, Toustrup-Jensen MS, Sørensen TL, Petersen J,
Andersen JP, Vilsen B & Nissen P. Crystal structure of the sodium-
potassium pump. Nature 450: 1043�1049, 2007.

Muirhead H & Perutz M. Structure of haemoglobin. A three-
dimensional Fourier synthesis of reduced human haemoglobin
at 55 a resolution. Nature 199: 633�639, 1963.

Munson PJ. Ligand: a computerized analysis of ligand binding data.
Methods Enzymol 92: 543�576, 1983.

Neet KE. Cooperativity in enzyme function: equilibrium and kinetic
aspects. Series editor Purich DL. Enzyme Kinetics and mechan-
sims. Editors. Abelson JN and Simon MI. Methods Enzymol 249:
519-567. New York, Acad Press, 1995.

Olesen C, Picard M, Winther AM, Gyrup C, Morth JP, Oxvig C, Møller
JV & Nissen P. The structural basis of calcium transport by the
calcium pump. Nature 450: 1036�1042, 2007.

Papa S, Capitanio N, Capitanio G & Palese LL. Protonmotive
cooperativity in cytochrome c oxidase. Biochim Biophys Acta 1658:
95�105, 2004.

Parmentier ML, Prezeau L, Bockaert J & Pin JP. A model for the
functioning of family 3 GPCRs. Trends Pharmacol Sci 23: 268�274,
2002.

Pauling L. The oxygen equilibrium of hemoglobin and its structural
interpretation. Proc Nat Acad Sci 21: 186�191, 1935.

Perutz M. Mechanisms of Cooperativity and Allosteric Regulation in Proteins.
Cambridge: Cambridge University Press, 1990.

Perutz MF. Stereochemistry of cooperative effects in haemoglobin.
Nature 228: 726�739, 1970.

Perutz M, Wilkinson AJ, Paoli M & Dodson GG. The stereochemical
mechanism of the cooperative effects in hemoglobin revisited.
Annu Rev Biophys Biomol Struct 27: 1�34, 1998.

Peterson CB, Burman DL & Schachman HK. Effects of replacement of
active site residue glutamine 231 on activity and allosteric
properties of aspartate transcarbamoylase. Biochemistry 31: 8508�
8515, 1992.

Peterson JR & Golemis EA. Autoinhibited proteins as promising drug
targets. J Cell Biochem 93: 68�73, 2004.

Pin JP, Kniazeff J, Binet V, Liu J, Maurel D, Galvez T, Duthey B,
Havlickova M, Blahos J, Prezeau L & Rondard P. Activation
mechanism of the heterodimeric GABA(B) receptor. Biochem
Pharmacol 68: 1565�1572, 2004.

Pinkett HW, Lee AT, Lum P, Locher KP & Rees DC. An inward-facing
conformation of a putative metal-chelate-type ABC transporter.
Science 315: 373�377, 2007.

Plenge P, Gether U & Rasmussen SG. Allosteric effects of R- and S-
citalopram on the human 5-HT transporter: evidence for distinct
high- and low-affinity binding sites. Eur J Pharmacol 567: 1�9, 2007.

Poirier A, Funk C, Lave T & Noe J. New strategies to address drug�
drug interactions involving OATPs. Curr Opin Drug Discov Dev 10:
74�83, 2007.

Quinton PM. Cystic fibrosis: lessons from the sweat gland. Physiology
(Bethesda) 22: 212�225, 2007.

Reddy MM & Quinton PM. Deactivation of CFTR-Cl conductance by
endogenous phosphatases in the native sweat duct. Am J Physiol
270: C474�C480, 1996.

Ricard J. Concepts and models of enzyme cooperativity. In: Allosteric
Enzymes, edited by Herve G. Boca Raton, FL: CRC Press, 1989.

Ricard J & Cornish-Bowden A. Co-operative and allosteric enzymes: 20
years on. Eur J Biochem 166: 256�272, 1987.

Roughton FJW, Otis AB & Lyster RLJ. The determination of the
individual equilibrium constants of the four intermediate reac-
tions between oxygen and sheep haemoglobin. Proc Roy Soc B 144:
29�54, 1955.

Rubin MM & Changeux JP. On the nature of allosteric transitions:
implications of non-exclusive ligand binding. J Mol Biol 21: 265�
274, 1966.

Rubinow SI. Introduction to Mathematical Biology. New York: Wiley &
Sons, 1975.

Rypniewski WR & Evans PR. Crystal structure of unliganded phospho-
fructokinase from Escherichia coli. J Mol Biol 207: 805�821, 1989.

Sablin EP, Krylova IN, Fletterick RJ & Ingraham HA. Structural basis
for ligand-independent activation of the orphan nuclear receptor
LRH-1. Mol Cell 11: 1575�1585, 2003.

Salas-Burgos A, Iserovich P, Zuniga F, Vera JC & Fischbarg J. Predicting
the three-dimensional structure of the human facilitative glucose
transporter glut1 by a novel evolutionary homology strategy:
insights on the molecular mechanism of substrate migration, and
binding sites for glucose and inhibitory molecules. Biophys J 87:
2990�2999, 2004.

Scaramellini C & Leff P. A three-state receptor model: predictions of
multiple agonist pharmacology for the same receptor type. Ann N
Y Acad Sci 861: 97�103, 1998.

Scaramellini C & Leff P. Theoretical implications of receptor coupling
to multiple G proteins based on analysis of a three-state model.
Methods Enzymol 343: 17�29, 2002.

Schnappauf G, Lipscomb WN & Braus GH. Separation of inhibition
and activation of the allosteric yeast chorismate mutase. Proc Natl
Acad Sci USA 95: 2668�2673, 1998.

Schreiber G & Avissar S. Regulators of G-protein-coupled receptor-
G-protein coupling: antidepressants mechanism of action. Expert
Rev Neurother 7: 75�84, 2007.

Segel IH. Enzyme Kinetics. Behavior and Analysis of Rapid Equilibrium and
Steady-state Enzyme Systems. New York: Wiley & Sons (reissued
1993), 1975.

Sergeeva OA, Andreeva N, Garret M, Scherer A & Haas HL. Pharma-
cological properties of GABAA receptors in rat hypothalamic
neurons expressing the epsilon-subunit. J Neurosci 25: 88�95, 2005.

408 Part IV: Super-Complex Modulation



Shou M. Kinetic analysis for multiple substrate interaction at the active
site of cytochrome P450. Methods Enzymol 357: 261�276, 2002.

Shou M, Mei Q, Ettore MW Jr, Dai R, Baillie TA & Rushmore TH.
Sigmoidal kinetic model for two co-operative substrate-binding
sites in a cytochrome P450 3A4 active site: an example of the
metabolism of diazepam and its derivatives. Biochem J 340: 845�
853, 1999.

Shou M, Dai R, Cui D, Korzekwa KR, Baillie TA & Rushmore TH. A
kinetic model for the metabolic interaction of two substrates at
the active site of cytochrome P450 3A4. J Biol Chem 276: 2256�
2262, 2001.

Sintchak MD, Arjara G, Kellogg BA, Stubbe J & Drennan CL. The
crystal structure of class II ribonucleotide reductase reveals how
an allosterically regulated monomer mimics a dimer. Nat Struct
Biol 9: 293�300, 2002.

Smit MJ, Vischer HF, Bakker RA, Jongejan A, Timmerman H, Pardo L
& Leurs R. Pharmacogenomic and structural analysis of constitu-
tive g protein-coupled receptor activity. Annu Rev Pharmacol
Toxicol 47: 53�87, 2007.

Sprang SR, Chen Z & Du X. Structural basis of effector regulation and
signal termination in heterotrimeric Galpha proteins. Adv Protein
Chem. 74: 1�65, 2007.

Springael JY, Urizar E, Costagliola S, Vassart G & Parmentier M.
Allosteric properties of G protein-coupled receptor oligomers.
Pharmacol Ther 115: 410�418, 2007.

Stebbins JW, Zhang Y & Kantrowitz ER. Importance of residues Arg-167
and Gln-231 in both the allosteric and catalytic mechanisms of
Escherichia coli aspartate transcarbamoylase. Biochemistry 29: 3821�
3827, 1990.

Stieglitz K, Stec B, Baker DP & Kantrowitz ER. Monitoring the
transition from the T to the R state in E. coli aspartate
transcarbamoylase by X-ray crystallography: crystal structures of
the E50A mutant enzyme in four distinct allosteric states. J Mol
Biol 341: 853�868, 2004.

Stockton JM, Birdsall NJ, Burgen AS & Hulme EC. Modification of the
binding properties of muscarinic receptors by gallamine. Mol
Pharmacol 23: 551�557, 1983.

Stryer L. Biochemistry. New York: WH Freeman & Co., 1995.
Suzuki Y, Moriyoshi E, Tsuchiya D & Jingami H. Negative cooperativity

of glutamate binding in the dimeric metabotropic glutamate
receptor subtype 1. J Biol Chem 279: 35526�35534, 2004.

Taly A, Corringer PJ, Grutter T, Prado de Carvalho L, Karplus M &
Changeux JP. Implications of the quaternary twist allosteric
model for the physiology and pathology of nicotinic acetylcholine
receptors. Proc Natl Acad Sci USA 103: 16965�16970, 2006.

Teipel J & Koshland DE Jr. The significance of intermediary plateau
regions in enzyme saturation curves. Biochemistry 8: 4656�4663,
1969.

Thron CD. On the analysis of pharmacological experiments in terms of
an allosteric receptor model. Mol Pharmacol 9: 1�9, 1973.

Tipton KF. Patterns of enzyme inhibition. In: Enzymology, edited by
Engel PC. San Diego, CA: Bios Scientific Publishers Ltd., 1996.

Tsuruta H, Kihara H, Sano T, Amemiya Y & Vachette P. Influence of
nucleotide effectors on the kinetics of the quaternary structure
transition of allosteric aspartate transcarbamylase. J Mol Biol 348:
195�204, 2005.

Tucek S & Proska J. Allosteric modulation of muscarinic acetylcholine
receptors. Trends Pharmacol Sci 16: 205�212, 1995.

Tucek S, Michal P & Vlachova V. Modelling the consequences of
receptor-G-protein promiscuity. Trends Pharmacol Sci 23: 171�176,
2002.

Tuk B & van Oostenbruggen MF. Solving inconsistencies in the
analysis of receptor-ligand interactions. Trend Pharmacol Sci 17:
403�409, 1996.

Umbarger HE. Evidence for a negative-feedback mechanism in the
biosynthesis of isoleucine. Science 123: 848, 1956.

Umbarger HE & Brown B. Threonine deamination in Escherichia coli.
II. Evidence for two lL-threonine deaminases. J Bacteriol 73: 105�
112, 1957.

Valiyaveetil FI, Leonetti M, Muir TW & MacKinnon R. Ion selectivity in
a semisynthetic K� channel locked in the conductive conforma-
tion. Science 314: 1007, 2006.

Van Aubel RA, Smeets PH, van den Heuvel JJ & Russel FG. Human
organic anion transporter MRP4 (ABCC4) is an efflux pump for
the purine end metabolite urate with multiple allosteric substrate
binding sites. Am J Physiol Renal Physiol 288: F327�F333, 2005.

Wang C, Karpowich N, Hunt JF, Rance M & Palmer AG. Dynamics of
ATP-binding cassette contribute to allosteric control, nucleotide
binding and energy transduction in ABC transporters. J Mol Biol
342: 525�537, 2004.

Wang J, Stieglitz KA, Cardia JP & Kantrowitz ER. Structural basis for
ordered substrate binding and cooperativity in aspartate trans-
carbamoylase. Proc Natl Acad Sci USA 102: 8881�8886, 2005.

Wang J, Eldo J & Kantrowitz ER. Structural model of the R state of
Escherichia coli aspartate transcarbamoylase with substrates bound.
J Mol Biol 371: 1261�1273, 2007.

Wangensteen OS, Chueca A, Hirasawa M, Sahrawy M, Knaff DB &
Lopez Gorge J. Binding features of chloroplast fructose-1,
6-bisphosphatase-thioredoxin interaction. Biochim Biophys Acta
1547: 156�166, 2001.

Weber CR, Ginsburg KS, Philipson KD, Shannon TR & Bers DM.
Allosteric regulation of Na/Ca exchange current by cytosolic Ca
in intact cardiac myocytes. J Gen Physiol 117: 119�131, 2001.

Weber G. Ligand binding and internal equilibria in proteins.
Biochemistry 11: 864�878, 1972.

Weiss JM, Morgan PH, Lutz MW & Kenakin TP. The cubic ternary
complex receptor-occupancy model I. Model description.
J Theoret Biol 178: 151�167, 1996a.

Weiss JM, Morgan PH, Lutz MW & Kenakin TP. The cubic ternary
complex receptor-occupancy model II. Understanding apparent
affinity. J Theor Biology 178: 169�182, 1996b.

Weiss JM, Morgan PH, Lutz MW & Kenakin TP. The cubic ternary
complex receptor occupancy model. III. resurrecting efficacy.
J Theor Biol 181: 381�397, 1996c.

Weiss JN. The Hill equation revisited: uses and misuses. FASEB J 11:
835�841, 1997.

Wells JW. Analysis and interpretation of binding at equilibrium. In:
Receptor-ligand Interactions. A Practical Approach, edited by Hulme
EC. Oxford: IRL Press at Oxford University Press, 1992.

Wong JT-F. Kinetics of enzyme mechanisms. London: Academic Press,
1975.

Wreggett KA & Wells JW. Cooperativity manifest in the binding
properties of purified cardiac muscarinic receptors. J Biol Chem
270: 22488�22499, 1995.

Wright EM, Loo DD, Panayotova-Heiermann M, Lostao MP, Hirayama
BH, Mackenzie B, Boorer K & Zampighi G. ‘Active’ sugar
transport in eukaryotes. J Exp Biol 196: 197�212, 1994.

Wright EM, Hirayama BA and Loo DF. Active sugar transport in health
and disease. J Intern Med 261: 32�43, 2007.

Wyman J. Allosteric linkage. J Am Chem Soc 89: 2202�2218, 1967.
Wyman J. The turning wheel: a study in steady state. Proc Natl Acad Sci

USA 72: 3983�3987, 1975.
Wyman J & Gill SJ. Binding and Linkage. Functional Chemistry of Biological

Macromolecules. New York: Freeman, 1990.
Wyman J & Allen DW. The problem of the heme interactions in

hemoglobin and the basis of the Bohr effect. J Polym Sci 7: 499�
518, 1951.

Yates RA & Pardee AB. Control of pyrimidine biosynthesis in Escherichia
coli by a feed-back mechanism. J Biol Chem 221: 757�770, 1956.

Ye S, Li Y, Chen L & Jiang Y. Crystal structures of a ligand-free MthK
gating ring: insights into the ligand gating mechanism of K�
channels. Cell 126: 1161�1173, 2006.

Chapter 15: Allostery and Development of its Models 409



Yonetani T & Tsuneshige A. The global allostery model of hemoglo-
bin: an allosteric mechanism involving homotropic and hetero-
tropic interactions. C R Biol 326: 523�532, 2003.

Yusef YR, Zuniga L, Catalan M, Niemeyer MI, Cid LP & Sepulveda FV.
Removal of gating in voltage-dependent ClC-2 chloride channel
by point mutations affecting the pore and C-terminus CBS-2
domain. J Physiol 572: 173�181, 2006.

Zhou Y, Pearson JE & Auerbach A. Phi-value analysis of a linear,
sequential reaction mechanism: theory and application to ion
channel gating. Biophys J 89: 3680�3685, 2005.

Zhou Z & Bai Y. Structural biology: analysis of protein-folding

cooperativity. Nature 445: E16�E17, 2007.
Zottola RJ, Cloherty EK, Coderre PE, Hansen A, Hebert DN &

Carruthers A. Glucose transporter function is controlled by

transporter oligomeric structure. A single, intramolecular dis-
ulfide promotes GLUT1 tetramerization. Biochemistry 34: 9734�
9747, 1995.

410 Part IV: Super-Complex Modulation



The mirror image, yes
is based on physical projected-light
as well as tête-à-tête expectancy
thus, mirror-you has left to right, whilst
foot is foot and heads without aberrancy
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